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Preface 

This volume contains the proceedings of the Third International 
Conference on Network Control and Engineering for Quality of Service, 
Security and Mobility (Net-Con'2004), celebrated in Palma de Mallorca 
(Illes Balears, Spain) during November 2-5, 2004. This IFIP TC6 
Conference was organized by the Universitat de les Illes Balears and 
sponsored by the following Working Groups: WG6.2 (Network and 
Internetwork Architectures), WG6.6 (Management of Networks and 
Distributed Systems), WG6.7 (Smart Networks) and WG6.8 (Mobile and 
Wireless Communications). 

The rapid evolution of the networking industry introduces new exciting 
challenges that need to be explored by the research community. The 
adoption of Internet as the global network infrastructure places the issue of 
quality of service among one of the hot topics nowadays: a huge diversity of 
applications with quite different service requirements must be supported 
over a basic core of protocols. Also, the open and uncontrolled nature of 
Internet enforces the need to guarantee secure transactions among users, thus 
placing security as another hot topic. Finally, the explosion of mobility and 
its integration as part of the global infrastructure are probably now the most 
challenging issues in the networking field. 

According to these trends, the intention of the conference was to provide 
a forum for the exchange of ideas and findings in a wide range of areas 
related to network control and network engineering with a focus on quality 
of service, security and mobility control. The main program covered three 
days and included six sequential sessions and a poster session. Also, the 
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program was enriched by a keynote speech and two invited talks offered by 
prestigious and world-renowned researchers in the networking field: Guy 
Pujolle from the University of Paris 6 (France), who imparted the keynote 
speech, Harry Perros from the North Carolina State University (USA) and 
Ozgur B. Akan, from the Georgia Institute of Technology (USA). The main 
conference program was complemented by a variety of stimulating and high-
quality tutorials. 

Dominique Galti 
Sebastia Galmes 
Ramon Puigjaner 
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CONFIGURATION MODEL FOR NETWORK 
MANAGEMENT 

Rudy Deca1, Omar Cherkaoui2 and Daniel Puche3 

1,2 University of Quebec at Montreal;3 Cisco Systems, Inc. 

Abstract: As today's networks increase in size and complexity and new network services 
are deployed, the management becomes more complex and error-prone and the 
configurations can become inconsistent. To enforce the configuration 
consistence and integrity, it is necessary to enhance the validation capabilities 
of the management tools. The Meta-CLI Model presented in this paper 
captures the dependences among the configuration components and the 
network service properties and translates them into validation rules. It also 
translates the device configuration information into tree-like models and 
checks their integrity and consistence using theses rules. 

Key words: network management; network services; integrity and consistence validation; 
configuration rules; configuration constraints; configuration model. 

1. INTRODUCTION 

The constant growth of the Internet implies the creation and deployment 
of an ever increasing number of network services, each of which is 
becoming more complex in its turn. In this context, the network 
configuration becomes more difficult and error prone. Some of the causes 
are the diversity of configuration approaches and information repositories 
used by the configuration tools. 

In plus, the main network configuration approaches, such as the 
command line interfaces (CLIs),1'2 the Simple Network Management 
Protocol (SNMP),3 the policy-based management (PBM),4 the NetConf 
protocol,5 etc., lack configuration rules that capture the dependences and 
constraints that characterise the network service configuration and lack 
adequate logical formalisms that could be applied to the information 
repositories to validate the configuration integrity and consistence. 
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These approaches therefore do not take into account the dependences and 
hierarchy that exist among the device parameters that express the service at 
device-level, the heterogeneity of the configuration means and the 
interactions between heterogeneous management and configuration modes. 

The Meta-CLI Model proposes a solution for these configuration 
inconsistencies. Our model captures the features of the CLI, such as the 
context and parameter dependences of the commands, as well as the service 
properties into validation rules. It translates the configuration information 
into trees and validates them using the appropriate rules. Based on the Meta-
CLI Model, we have implemented the ValidMaker module, and incorporated 
it in a policy provisioning VPN tool. 

This section presents the dependences between the commands and/or 
parameters that are translated into Meta-CLI concepts and discusses the 
properties of the network service configurations. Section 2 presents the 
concepts, operations, functions and properties of the Meta-CLI Model tree 
structures and the validation rules and procedures that translate and validate 
the service properties. Section 3 presents the ValidMaker tool and Section 4 
draws conclusions. 

1.1 Configuration Dependences 

Several types of dependences exist in the network device configurations. 
A. Syntactic parameter constraints The CLI commands' syntax enforces 

the constraints regarding the order and number of parameters. 
1. Fixed number of parameters The number of parameters (which can be 

mandatory or optional) must be correct, otherwise the command fails. 
EXAMPLE The command to configure a primary IP address on an interface 
requires 2 parameters: the interface IP address and the mask. 
2. Fixed sequential order of parameters. In a configuration command or 

statement, the parameters are ordered. 
EXAMPLE In an extended access list, the order of the IP address and the 
mask parameters in the above-mentioned command is fixed. 
B. Parameter and command existence dependences Some parameters and 

commands can only exist in specific circumstances. 
1. The existence of a parameter depends on another 
EXAMPLE In an access list, the timeout parameter, which specifies the 
duration of a temporary access list entry, can exist only if the access list 
entry is dynamic (i.e. has the dynamic parameter). 
2. Context dependences The existence of a parameter or a command 

depends on the context (mode). Thus, a parameter can only be 
configured, modified or created in an equipment using a command in a 
specific configuration context (mode). 
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EXAMPLE When specifying the IP address of an interface, the name of the 
interface must be specified by a prior command that "opens" it to the user, 
who can then access and manipulate its resources or parameters (e.g.: IP 
address, MTU, bandwidth, etc.). 
3. Result dependence The order of some commands can be fixed. In this 

case, the success of a command depends on the successful completion of a 
previous one. 

EXAMPLE The configuration of a link bundle consists of bundling several 
similar physical point-to-point links between 2 routers into 1 logical link. By 
default, at each change in bandwidth in a link bundle, the combined amount 
of bandwidth used on all active member links is propagated. Optional 
features are available, by configuring the following parameters. 

I. Automatic propagation, which sends the bandwidth changes to 
upper layer protocols for the bandwidth threshold. 

II. Bandwidth threshold, which sets the value of the threshold. If the 
actual bandwidth is smaller or equal, it is propagated, otherwise 
the nominal bandwidth is transmitted. 

If we invert the configuration order of these 2 parameters, the threshold will 
not be set, since it requires the existence automatic propagation. 
C. Value dependences among parameters 
1. Parameters of the same command are dependent 
EXAMPLE When specifying a classful IP address, the net mask must be 
consistent with the first two bits of the IP address. For instance, the B class 
IP address starts with the bits 10 and has the mask 255.255.0.0. 
2. Parameters of different commands on the same device are dependent. 
EXAMPLE An access list is identified by its number parameter, which is 
referenced when the access list is attached to an interface. If we change this 
ID number in one place, we should change it likewise in the other, lest the 
functionality is lost. Parameters that reference each other may have the same 
or different names. 
3. Parameters on different devices are dependent 
EXAMPLE The connectivity between 2 devices requires the IP addresses of 2 
interfaces directly connected to be on the same subnet. 
D. Parameter Hierarchy and Service Composition In a configuration, there 

is a hierarchy of elements from simple to complex, namely from the 
parameters, going through several levels of aggregation, up to the 
network services. This grouping expresses the common goal and of the 
components and the dependences that exist among them. 

1. Grouping parameters under commands. At the bottom, several 
parameters can be configured simultaneously using commands or 
statements, which group them based on logical links. 
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EXAMPLE An access list entry command specifies several packet parameters 
to be matched, such as: source and destination addresses, direction of the 
packet, protocol, port, whether it is dynamic or not, timeout, etc. Various 
dependences among some of these parameters have already been highlighted 
in the examples in the previous paragraphs § A and § B.l. 
2. Grouping commands under services. The commands can be grouped as 

well, if they serve a common goal, i.e. a feature or a service. For instance, 
an access list is composed one or more access list entries, which are 
bound by the common access list number. 

3. Network service composition. A network service can rely on simpler 
network services, according to a recursive, hierarchical model. 

EXAMPLE. A Virtual Private Network (VPN) service requires: a network 
tunneling, e.g. through LSPs provided by an MPLS protocol, BGP 
connectivity (e.g. by means of neighbors), for the provider's backbone 
network, and IGP connectivity between the customer sites and the backbone, 
e.g. by means of RIP or OSPF protocols. 

In complex services, such as BGP MPLS-based VPNs, VLANs, etc., 
there are multiple dependences at different hierarchical levels. 

1.2 Dependences among network service components 

Due to their complexity, the dependences can exist at different levels 
within network services, from parameters to sub-services. 
1. Parameter and command dependences As already shown, the parameters 

and commands that compose the services can have their intrinsic, lower-
level, dependences, which can be either independent or dependent on the 
device environment (software and hardware). 

EXAMPLE The dependence C.l is generic, whereas D.2 is command 
implementation-specific. 
2. Sub-service dependences. At the top of the service hierarchical structure, 

there are higher-level dependences among the component sub-services. 
These dependences are dependent on the service- and network-level 
information, e.g. network topology, technology, protocols, etc., rather 
than on the devices, and span multiple equipments. 

EXAMPLE If several customer sites use overlapping address spaces and are 
connected to more than one VPN, the corresponding PEs must ensure traffic 
isolation among the various VPNs by enforcing specific constraints on their 
forwarding tables.6 

These properties are high-level and generic, and need to be transposed 
into concrete, lower-level properties, by adapting to concrete network and 
equipment environments, in order to be applicable to the configuration. 
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For instance, a VPN service can be materialized by a provider tunneling 
technology such as the Multi-protocol Label Switching (MPLS). The MPLS 
may run on an IP network and use the multi-protocol Border Gateway 
Protocol (MP-BGP) for VPN routing advertising among the edge routers and 
the MP-BGP may use the direct neighbors for configuration on the edge 
routers. We will explain these concepts and features in the following 
example. 

1.2.1 MPLS VPN Service Example 

A VPN is a private network constructed within the network of the service 
provider, which ensures the connectivity and privacy of customer's 
communications traffic.7 For this purpose, the sites (which are contiguous 
parts of networks) of the customer network are connected to the provider's 
network through direct links between the interfaces of the devices that are at 
the edges of these networks, i.e. the Customer Edge device (CE) and the 
Provider Edge device (PE), as shown in Figure 1 (site 3 has been omitted 
from this representation, to save space). 

The VPN service in the example is configured on the PE routers using 
the IOS1 commands, without loss of solution's generality and validity since, 
as mentioned before, the generic service properties must be transposed into 
concrete properties by mapping the configuration components to specific 
CLIs, such as IOS, JUNOS,2 etc. The provider specifies VPN routing 
information (by means of the VPN Routing and Forwarding tables - the 
VRFs) on the PE routers' interfaces that are connected to the corresponding 
CE routers of the customer's sites. (There are many implementations of the 
VPN service. Our example uses the BGP MPLS-based VPN.) Figure 2(a) 
presents some highlights from the configuration file of the PE-1 router, 
which are explained in the following paragraphs. (A configuration file 
contains lists of commands, grouped by contexts, which customize the 
parameters of various configuration components, e.g. interfaces, protocols, 
security, etc. of network equipments, such as routers and switches.) 

Commands 1-4 create and define the VRF Blue. This VRF is then 
assigned by command 8 to the appropriate interface that connects the PE 
router to the customer's network. The PE router must be directly connected 
to the CE router of the customer site and learn local VPN routes. Command 
5 configures the interface to be used for this router's connectivity inside the 
provider network and command 6 assigns it an IP address. 

Command 10 illustrates the configuration of the OSPF process in the 
VRF Blue and command 11 specifies the network directly connected to the 
router (and containing the interface IP address configured by command 9). 
Command 12 ensures that the OSPF process advertises the VPN routing 
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information learned from across the provider's network by means of the 
BGP protocol, into the CE router. 

Provider Network 

Figure 1. VPN example. Customer sites 1 and 2 are linked through CE routers to PE routers, 
which communicate over the service provider's network 

The PE router exchanges customer and provider VPN routing 
information with other PE routers from the provider's network using the 
MP-BGP. Command 13 configures MP-BGP routing process by specifying 
the local autonomous system and commands 14-19 add the routing 
information necessary for the connection to other PE routers across the 
provider's network, i.e. autonomous system, interface type, number and IP 
address used by the remote PEs. Notice that we use the simplest method to 
configure the BGP process between PEs, namely the direct neighbor 
configuration. 

The BGP needs also its own address family, vpnv4, which allows it to 
carry VPN-IPv4 in order to uniquely identify the addresses of different 
customers (commands 23, 25) and to advertise the extended community 
attribute (commands 24, 26). 

1.2.2 VPN Configuration Properties 

In this example, we can describe many properties, but we will restrict 
ourselves here to only two properties that the configuration must have with 
respect to the neighbor command and its relationships with other commands 
(from the same PE router and from other PE routers). 

PROPERTY 1 The address of the interface of a PE router that is used by 
the BGP process for PE connectivity must be defined as BGP process 
neighbor in all of the other PE routers of the provider. 

EXAMPLE In Figure 2(a), a neighbor with the address 194.22.10.2 is 
configured by commands 14-16. This corresponds to the IP address of the 
LoopbackO interface of router PE-2. Conversely, the PE-1 router's 
LoopbackO IP address, i.e. 194.22.10.1, must be defined as a neighbor of the 
BGP processes of the other PE routers (PE-2, PE-3, etc.). 
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\ ip vrf Blue 
rd 100:1 
route-target import 100:10 
route-target export 100:10 

interface LoopbackO 
ip address 194.22.10.1 255.255.255.255 

interface Ethernet 1/1 
ip vrf forwarding Blue 
ip address 11.1.1.10 255.255.255.0 

router ospf 15 vrf Blue 
network 11.0.0.0 0.255.255.255 area 0 
redistribute bgp 700 metric 1 

router bgp 100 

neighbor 194.22.10.2 remote-as 100 
neighbor 194.22.10.2 update-source LoopbackO 
neighbor 194.22.10.2 activate 
neighbor 194.22.10.3 remote-as 100 
neighbor 194.22.10.3 update-source LoopbackO 
neighbor 194.22.10.3 activate 

address-family ipv4 vrf Blue 
redistribute ospf 15 

address-family vpnv4 
neighbor 194.22.10.2 activate 
neighbor 194.22.10.2 send-community extended 
neighbor 194.22.10.3 activate 
neighbor 194.22.10.3 send-community extended 

Cmd 
1 
2 
3 
4 

5 
6 

7 
8 
9 

10 
11 
12 

13 

14 
15 
16 
17 
18 
19 

20 
21 

22 
23 
24 
25 
26 

PE-la: 

|- ip vrf: Blue 
| |- rd: 100:1 
j j - route-target 

|- import: 700:7 
| |- export: 700:7 
j- interface 
j |- Loopback: 0 
j j |- ip address 

|-ip: 194.22.10.1 
| | |- subnet mask: 255.255.255.255 
j j - Ethernet: 7/7 
| | |-ip address 

|-ip: 77.7.7.70 
| |-subnet mask: 255.255.255.0 
|- router 
| |-ospf: 15 
| | |-vrf: Blue j 
j j |-network 
| | | |-area:0 

| |-ip: 77.0.0.0 ! 
| | |-wildcard mask: 0.255.255.255 j 
j j - redistribute: 
1 |-bgp: 700 j 
| |-metric: 7 
I- bgp: 700 i 
| |-neighbor: 194.22.10.2 
| | |-remote-as: 700 
j j j-update-source: LoopbackO j 
j j j-activate: ~ j 
| |- neighbor: 194.22.10.3 j 
j | |-remote-as: 700 j 

|-update-source: LoopbackO i 
| |-activate: ~ 
|-address-family i 

|- ipv4 
| |-vrf: Blue 

(-redistribute I 
| |-ospf: 15 \ 

|-vpnv4 j 
|-neighbor: 194.22.10.2 j 
j |-activate: ~ j 
| j-send-community: extended 
|-neighbor: 194.22.10.3 

|-activate: ~ j 
j-send-community: extended 

Figure 2. Selected commands that configure a VPN service in the configuration file of the 
provider edge router PE-1 (a), and the corresponding MCM tree PE-la that models them (b). 

PROPERTY 2 The address family vpnv4 must activate and configure all of 
the BGP neighbors for carrying only VPN IPv4 prefixes and advertising the 
extended community attribute. 

EXAMPLE In Figure 2(a), the commands 23, 24 activate and advertise the 
extended community attribute of the neighbor 194.22.10.2, configured by 
the commands 14-16 under the BGP process. We have here an instance of a 
command whose various parameters are configured in two different 
contexts. 
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2. THE META-CLI MODEL 

The Meta-CLI Model8-10 abstracts the configuration information of the 
devices and network services into tree-like structures and the network 
services configuration dependences and constraints into rules which it uses 
to configure network services and to validate their consistence and integrity. 

2.1 The MCM Trees and Nodes 

The Meta-CLI Model develops the hierarchical architecture of the 
configuration properties and information into the MCM tree concept. 

DEFINITION 1 The MCM tree is a tree that has its name in the root and the 
configuration contexts, the command names, and the command parameters 
of a device configuration in its nodes. 

EXAMPLE In Figure 2(b), the router (command 13) is a command mode 
and the address-family (commands 20, 22) is its sub-mode. The commands, 
e.g. ip address (command 6), are appended as children or descendants (node 
10) of the command modes, e.g. interface (command 5, node 7) and sub-
modes to which they belong. 

DEFINITION 2 An MCM tree node is a vertex of an MCM tree and 
represents a CLI configuration mode, command name or parameter. 

The MCM tree node contains intrinsic information, such as the data, 
consisting of a type (e.g. "subnet mask") and a value sub-attributes (e.g. 
255.255.255.255), a default value, possible values of the 
commands/parameters, node operations, etc. and structural information. The 
latter deals with the links and relationships between nodes, such as: child 
nodes and ths path, which consists of the data of the ancestor nodes starting 
from the root. 

DEFINITION 3 A node type represents a class or category of configuration 
modes, commands or parameters. The type of a node TV is denoted by N.type. 

DEFINITION 4 A node value represents the value of the command or 
parameter modeled by the node. The value of a node TV is denoted by 
N.value. The type of a MCM tree node is unchangeable whereas the value 
may be changed. 

DEFINITION 5 The node data represent the type and value of the node. 
The data of a node N are denoted by N.data. 

EXAMPLE The type, value and data of node 41 in Figure 2(b) are: N.type 
= neighbor, N.value = 194.22.10.2 and N.data = neighbor: 194.22.10.2, 
respectively. 
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2.2 The Validation Rules 

The Meta-CLI Model translates the CLI properties and combines them 
with intrinsic tree properties into validation rules. 

DEFINITION 6 A validation rule is a condition (constraint) or combination 
of conditions that one or several MCM trees (and their components) must 
satisfy. 

The validation rules abstract the CLI properties of the commands and 
configurations. 

A few rule examples follow. A first group of simple rules indicate that a 
node must have a specific attribute. 
• A node TV has a given value V, i.e.: N.value = V (la) 
• A node TV has a given dataD, i.e.: N.data = D (lb) 
EXAMPLE (la) is false, if Nis node 27 in Figure 2(b) and V = 194.22.10.1. 

DEFINITION 7 A node reference is the purposeful equality of the value or 
data of two nodes. It represents the conceptual and functional identity of 
some information located in two (or more) nodes. 

We may thus have the value reference or data reference: 
• A node N references the value of node P9 i.e.: N.value = P.value (2a) 
• A node TV references the type of node P, i.e.: N.data = P.data (2b) 
The following group of such rules checks whether a sub-tree or a tree S 
contains a node TV that has a given type T, value V or data Z), respectively. 

3N e S,N.type = T (3a) 
3N e S,N.value = V (3b) 
3N e s , N.data = D (3c) 

EXAMPLE (3a) is true, for S being the sub-tree of node 8 and T = ip. 
Other simple rules are the following: 

• A node has an ancestor with a given type, value or data. (4) 
• Two (sub)trees S} and S2 contain (at least) a node each, N] and N2, 

respectively, having the same given value V, i.e.: 
3 N 1 , N 2 , N 1 £ S1,N2 e S2, Nl.value = N2.value (5a) 

• Two (sub)trees Sj and S2 contain (at least) a node each, Nj and N2, 
respectively, having the same given data Z), i.e.: 
3 N 1 N 2 , N 1 £ S 1 , N 2 £ S2,Nl.data = N2.data (5b) 
There are also more complex rules. For instance, the following rule 

corresponds to the configuration properties 1 and 2, stated in section 2. 
• Let D be some node data, Ta node type and {Tt \ i = 1,..., n, (n > 1)}, a 

set of MCM (sub)trees. If a tree Tt has a node ND of the given data D, and 
ND has a descendant NT of the given type T, then all of the other trees 7}, 
contain two nodes JV* and Ny of identical data such that their values are 
equal to the value of NT. (6) 
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ND NT 

interface: 
I- Loopback: 0 
|- ip address: 

| - i p : 194.22.10.1 
|- subnet mask: 255.255.255.255 

|- bgp: 100 
|- Neighbor: 194.22.10.2\ 
I |- remote-as: 100 
| |- update source: LoopbackO 

Neighbor: 194.22.10.$ 
|- remote-as: 100 
|- update source: LoopbackO 
|- activate: ~ 

address-family: 
|- vpnv4: 

|- Neighbor: 194.22.10^ 
| |- activate: ~ 
| |- send-community: extended 
]-tieighbor:7P-/.33.;a3| 

|- activate: ~ 
|- send-community: extended 

interface: 
|- Loopback: 0 
|- ip address: 

\-\p:\l 94.22.102] 
|- subnet mask: 255.255.255/55 

|- bgp: 100 
|- neighbor: 194.22.10. 
I |- remote-as: 100 
| |- update source: LoopbackO 
j j- activate: -
|- neighbor: 194.22.10.3 

|-r v.100 
|-update source: LoopbackO 

| |- activate: ~ 
|- address-family: 

|- vpnv4: 
|- neighbor: 194.22. lft.l 
| |- activate: ~ 
j j- send-community; extended 
|- neighbor: 194.22.10.3 

|- activate: ~ 
|- send-community: extended 

\^t~T: \ 
! /interface: \ 
i / | |-H^)opbacV 0 
\/ | j-irNddressX 
( . . . \-iMl94\2.10.3\ 
i | l-subrWrnkk: 255.255.255.255 
| |-router: \ \ 
1 | |-bgp: 700 \ \ 
i | |-neighbor:79&2./0.7 

j j |-remote-as: MO 
I | | | - update sourceV LoopbackO 
\ | j |-activate:- \ 
} | |- neighbor: 194.22. l\2 
1 | | | - remote-as: 100 \ 
! . . . |- update source: LodvbackO ' 
| | |-activate:- A 
' j- address-family: \ 
; |- vpnv4: ) | , 
1 |- neighbor: 194.22. Ml 
! | |-activate:-

| |- send-community: extended j 
i |- neighbor: 194.22.10.2 

|- activate: -
|- send-community: extended 

Figure 3. Three MCM trees, PE-la, PE-2a and PESa. The arrows indicate the nodes of the 
first instance of rule (6). 

We may apply this rule to the MCM trees PE-la, PE-2a and PESa, 
shown in Figure 3, for D = Loopback: 0 and T = ip. The arrows depict the 
rule instance that has / = 1 andy = 2 and 3. We see in the tree PE-la that 
node 5 (corresponding to NT), of type ip is a descendent of command 3 
(corresponding to ND) having the data Loopback: 0 and that the nodes 9 
(corresponding to Ay and 19 (corresponding to Ay, of PE-2a and PE-3a, 
respectively, reference the node 5 of PE-la. 

A validation algorithm compares the set of value of nodes 5 of PE-2a 
and PESa with the sets of values of the nodes 9, 13 of PE-la. It also 
compares the set of data of nodes 9, 13 with the set of data of the nodes 19, 
22. This is shown in Figure 3 by the boxes surrounding the respective leaves. 
Since these set equalities are true, the MCM trees are valid with respect to 
the first instance of the rule. 

3. META-CLI VALIDMAKER MODULE FOR 
CONFIGURATION MANAGEMENT 

The Meta-CLI ValidMaker module implements the Meta-CLI Model 
solution for the validation of the network configurations. It provides 
consistence and synchronization of the configurations achieved with network 
configuration management tools. 

The configurations of the network equipments such as the routers, 
switches, etc., are provided by configuration management tools, based on the 
centralized information stored in a network management information base.11 

The configurations can be also changed in a CLI-based mode. The 
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interactions between these heterogeneous modes of operation are managed 
by the ValidMaker module, based on the configuration information from the 
network equipments, the configuration tools and the network information 
model.The role of this module is to validate the device configurations in a 
dynamic and heterogeneous context. Since the changes were neither 
predicted by, nor included in, the configuration solution provided by the 
tools that enabled the deployment of the services, the tools cannot intervene 
in a coordinated fashion. The ValidMaker module intervenes to validate, 
maintain, restore and control the consistence of the network. It can be 
embedded in each service provisioning tool and ensure thus an error-free, 
consistent service provisioning. 

Configuration 
management 4ools 

s 

Running\ 
configurations 

000. 
Configuration 

files 

management 
inrormation 

Meta-CLI ValidMaker Module 

Validation IMorcer 

| CI..I Parser | 

Translator 

Sets of 
>, Validation Service 

Kules Rules 

Meta-CLI 
Trees 

Figure 4. Conceptual View of the Meta-CLI ValidMaker. 

The components of the ValidMaker module are presented in Figure 4. 
The Service Editor allows the service creator to generate a set of rules, 
algorithms and scripts, for each service, the Service Activation allows the 
network administrator to activate network services for the specific network 
equipments, the Event Notification monitors the status of the network and 
the Validation Enforcer enforces the rules on the equipment configurations. 

CONCLUSIONS 

The Meta-CLI Model offers multiple possibilities of utilization in various 
contexts of the configuration management process: service configuration and 
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consistence validation, control of the consistence of data stored in 
management information bases, network device testing, etc. 

This paper presents the application of the Meta-CLI Model to the 
validation of network service configuration consistence and integrity. The 
ValidMaker module creates validation rules, algorithms and strategies for all 
of the intermediate steps of the configuration process performed by the 
service provisioning tools. The validation rules are grouped in sets 
representing snapshots of the service configuration process and are therefore 
assigned to validate each configuration step performed by the provisioning 
tools. When the configuration is complete, the groups of validation rules, 
algorithms and scripts that are associated with the service remain on standby 
and intervene upon notification to restore the coherence of the system. 

The ValidMaker validation solution provides consistence and 
synchronization of the configurations achieved with network configuration 
management tools. It may be used in a wide range of contexts, e.g. it can be 
embedded into the NetConf configuration management operations like 
validate, commit, etc. 
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Abstract: Service Level Agreement (SLA) is used as the corner stone for building ser­
vice quality management (SQM) systems. SLA and the processes associated 
with them, establish a two-way accountability for service, which is negotiated 
and mutually agreed upon, by customer and service provider. It defines a set of 
service level indicators and their corresponding Service Level Objectives 
(SLO), which defines a threshold for the indicator value. Service quality as­
sessment can be accomplished in two modes, on-line and offline. Off-line ser­
vice level evaluation is performed only at the end of the period of service de­
livery, whereas on-line service evaluation supports continuous supervision of 
service quality. This paper presents a method for on-line control of SLA that 
evaluates indicator value each time an event that changes its value occurs. The 
method also computes the deadline to reach the corresponding SLO, what is 
important for pro-active control. 

Key words: Service Quality Management, Service Level Agreement 

1. INTRODUCTION 

In recent years there were many research efforts on service quality man­
agement (SQM). Many authors explored service management under infra­
structure viewpoint, for example, quality of service in active networks1'2 and 
IP networks3'4'5'6. Many experiments were also target to the construction of 
generic SQM platforms7'8'9. From those, we borrow some of the architectural 
concepts presented in section 2 where we introduce a three layer functional 
architecture. This architecture is presented in order to provide a framework 
for conceptual understanding of involved concepts. Particularly we simplify 
the management layer and just consider inference and control functions. 
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Inference and control functions can be implemented in two modes, on­
line and off-line (see Figure 1). In on-line mode, the indicators are evaluated 
in the very moment an event that changes an indicator value arrives to the 
system. In off-line mode, service level indicators are evaluated at pre­
defined periods, for example, daily, weekly or monthly. Both modes are 
necessary: on-line mode takes only into account data available on arriving of 
incoming events, in contrast with off-line mode, which takes into account all 
information collect during the assessment period. The last can consider data 
that is not available when events arrive to SQM system, for example events 
related to faults that can not be imputed to service provider, allowing more 
precision on indicator calculus. See Lewis10 and Wandresen11 for a more de­
tailed discussion on two modes. 

Off-line • Off-Line 
Inference Control 

! I 
On-line > On-line 

Inference Control 

Extraction A c t i o» 

<^--c External management -A 
^T~ ^ ^ ^ system _̂ >—~ 

Figure 1. Inference and control functions for service quality management 

The main concern of this work is with the questions related to on-line in­
ference and control functions in SQM systems. In section 2 we present a 
functional architecture for SQM systems. The goal is to provide a conceptual 
basis for sections 3, where we discuss a method and depicts an algorithm 
used for on-line inference and control. Finally in section 4 we present some 
conclusions and future work. 

2. SQM FUNCTIONAL ARCHITECTURE 

In this section we present a functional architecture for SQM systems, 
which is organized on three logical layers: data collection layer, inference 
and control layer and presentation layer. At the first layer, extraction and 
mediation functions interact with external management systems to obtain 
data for SQM. Typically, extraction function gets data to calculate indicators 
and mediation function gets information to populate SQM database. 
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Extraction functions get external data and interact with SQM database to 
obtain the necessary information to construct service fault events (SF events) 
as described in section 3. Inference algorithms collect service fault events, 
calculate new indicators' values and deadlines, and deliver them by means of 
service quality events (SQ event), which are used at presentation layer to 
construct service level reports and supervision panels. The whole architec­
ture is illustrated on Figure 2. 

IllllillllllK 

iiiiiiiiMiiKii^Ki 

Figure 2. SQM functional architecture 

2.1 Presentation layer 

Presentation layer includes graphical user interface for SQM database 
configuration and result presentation functions. SQM database configuration 
includes service, customer and SLA registration, whereas service level re­
ports and supervision panels present results. 

2.1.1 SQM database configuration 

SQM system collects and handles a large set of information to achieve its 
goal, and organize them in five repositories: service inventory, contract re­
pository, policy repository, supervision repository and indicator repository. 
Service inventory contains the service list and respective attributes. It must 
be flexible allowing modeling of service information according to business 
needs. Service inventory also stores references to components of the infra­
structure that supports the service (service elements). This is necessary when 
algorithms that compute indicator values rely on information originated at 
service elements, as their availability or other technical parameters. 
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Contract repository relates service instances to customers. In many cases 
this information already exists in other corporate information systems and 
should be obtained from them by integration. Mediation function is the ar­
chitectural component for integration. Contract repository also stores SLA 
information, which relates service instances to a set of indicators and thresh­
olds. SLA provides the basis for SQM by establishing a two-way account­
ability for service, which is negotiated and mutually agreed upon by cus­
tomer and service provider. An SLA is determined by a set of service level 
indicators and their corresponding thresholds. A threshold defines an edge 
value for the indicator that is meaningful for SQM purposes. Several thresh­
olds can be associated with one indicator, but for simplicity, we will con­
sider only two in this paper: (i) service level objective (SLO), which is the 
value against with the indicator, will be matched at the SLA assessment 
time; (ii) alert threshold, which points, when reached, a risk of offending the 
agreement. 

Policy repository stores the rules responsible for automatic control of 
service level objectives and supervision repository stores information neces­
sary for monitoring purpose. Inference algorithms compute indicators' val­
ues and store them at indicator repository. 

2.1.2 Service level report and supervision 

Effective service level reporting is the medium of communication that 
demonstrates the value of service and can serve as an excellent management 
tool. Reporting can be broadly divided into tow categories: service level re­
porting and service supervision. 

A service level report presents the performance obtained during service 
deployment within a pre-defined period. It presents, in a structured way, the 
measured indicators' values and compares them with the quality thresholds 
established in the agreements. They show the values stored in the indicator 
repository by off-line inference functions. When the service quality goals are 
not attained, the service level report includes the failure causes and shows 
the corrective actions that had been taken. However, quality goals may not 
be attained due to circumstances out of service provider control. In this case 
they should not be considered by service level evaluation algorithms, that is, 
service fault events which can not be imputed to the service provider must be 
excluded from calculus. 

Service supervision is accomplished by presentation of two panels: indi­
cator and alarm panel. Indicator panel presents all managed indicators in an 
organized way, by clients and service. It allows a managerial valuation of the 
service offer through the identification of those who have offended SLA or 
with offense risk. Alarms panel presents in a framed way the services 
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alarms. They present events that cause modifications on service state and 
show deadlines for service degradation. As discussed before, an SLA defines 
several indicators for one service. The service state is defined as being the 
worst state among them. Service state evaluation depends on SLM events 
produced by on-line inference algorithm, and keeps the worst indicator state 
as the current service state. 

In this paper service supervision uses two thresholds for each indicator, 
alert threshold and service level objective (SLO). They determine three 
states for each indicator: normal state means indicator current value is better 
than alert threshold; warning state means its value is between alert threshold 
and SLO; and violated state means that the value is worst than SLO. 

2.2 Inference and control layer 

Indicator evaluation and automatic triggering of management actions 
happen at the inference and control layer. Inference functions compute indi­
cators' values; compare them with service level thresholds and fires control 
actions in order to pursue management objectives. Typical control actions 
are updating supervision panels, sending alert messages and starting man­
agement interactions with external systems. Data for indicator evaluation is 
obtained from external management systems by extraction function at the 
data collect layer. 

2.2.1 Off-line inference and control 

Off-line inference performs indicator evaluation by means of a schedul­
ing mechanism that drives periodically corresponding computing algorithms. 
It reads service fault events prepared by extraction function and stores the 
calculated values in indicator repository. Computed values must remain 
stored, at least, up to the end of the assessment cycle. For example, all ser­
vice fault events occurred last month must remain stored until this monthly 
assessment is performed, that is, service level reports are delivery and accept 
by customers. This is necessary because some events can be considered non-
pertinent at assessment time even if they were considered at collection time. 

Off-line control actions are fired through rules evaluation stored in policy 
repository. A rule contains a condition and an action. Conditions are a logi­
cal expressions made by variables (indicators) and by logical and arithmeti­
cal operators. When the condition is evaluated to TRUE, the corresponding 
action is fired. Off-line control actions unlink computing procedures, for ex­
ample, reconfiguration of the network that supports service delivery or a rou­
tine for penalties and bonus account if the agreement is violated. Off-line 
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control actions to update the indicator panel are also fired by changes in ser­
vice state. 

2.2.2 On-line inference and control 

On-line inference performs indicator evaluation for alarm and alert gen­
eration. It is based on an event's handling mechanism: for each incoming 
event, indicator's value is updated, considering the information existing in 
service fault event. Also, a new deadline for indicator state change is com­
puted. An SQ event is raised for each state change. 

2.3 Data collection layer 

Data collection layer gets the external systems data and can be divided 
into tow categories: extraction and mediation. Extraction functions get data 
for indicator account whereas mediation functions get information to fill ser­
vice and SLA repositories. 

2.3.1 Extraction function 

Extraction functions interact with outside management systems to collect 
information used for indicator account. Extraction algorithms depend on data 
to be collected, including its origin, shape, access mode and previous treat­
ment that it should receive. Data can be stored in log files, databases, spread­
sheets or general files. It is also possible that data is not available at collec­
tion time, and a graphical interface should be provided. 

As data origin can be multiple and heterogeneous, extraction function 
must perform the following tasks: convert multiple unities from origin data 
to a unified unity; synchronize data production periodicity making them 
available at appropriate frequency to the off-line account algorithms; sum­
marize collected data and exclude the ones that are not necessary, ensuring 
that those data will get to the inference and control layer, according to their 
needs; and build, send and store SF events to account algorithms. 

2.3.2 Mediation function 

Mediation function interacts with outside systems to collect and store in­
formation at the SQM system repositories. They import customer, service, 
and SLA data to SQM databases when necessary. 



On-line Control of Service Level Agreements 

3. ON-LINE CONTROL OF SLA 

21 

3.1 Method for indicator and deadline evaluation 

This section presents a method and for on-line control of service level 
agreements. They can be applied to SLA established on indicators whose 
values depend on service fault events (SF events), which indicate the begin­
ning and the end of a service unavailable interval. It also outlines the algo­
rithm to implement the method. 

Extraction functions build SF events by handling data reported by exter­
nal management system. When building SF events, extraction functions re­
late infrastructure alarms with a customer-service pair. Moreover they assure 
events are delivered according to the following rules: don't send duplicated 
events; don't send an event with UP notification type before the correspond­
ing event with DOWN notification type; provide a growing identification for 
events related to the same customer-service pair. 

The method is based in mathematical functions that describe indicator's 
behavior based on occurrence of events throughout time. Figure 3 illustrates 
the idea: the horizontal axis represents SF events occurrences (el and e2) on 
time (tO and t3), and the vertical axis represents the indicator value. It has a 
starting value (QO) and two known thresholds: alert threshold (Ql) and ser­
vice level objective (Q2). The occurrence of el event (at tO) characterizes the 
beginning of an unavailability interval for the service, and affects the indica­
tor value according to its formula. The occurrence of e2 event characterizes 
the end of the unavailability interval, from when the indicator will have its 
value unchanged until the beginning of the next unavailability interval. With 
this information it is possible to compute tl and t2, which are the moments 
when indicator value will reach thresholds Ql and Q2, respectively. 

Alert threshold 

Service level objective (SLO) 

Figure 3. Indicator value and deadline to reach thresholds 
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3.2 Information flow 

The structure of SF event is shown in figure 4. Event identifier is a grown 
number that uniquely identifies the event for a customer-service pair. Notifi­
cation type says if the event corresponds to the beginning or the end of an 
unavailability interval, carrying respectively DOWN or UP value. The same 
event identifier is used in two related DOWN and UP notifications. The 
event also carries service and customer identifiers and a timestamp informs 
the time and date of event occurrence. 

event identifier 

notification type 

service 

customer 

timestamp 

value 

value 

value 

value 

value 

Figure 4. Service fault event 

SQ events are sent when service quality condition is changed (see figure 
5). Event identifier is a grown number that uniquely identifies the event for a 
customer-service pair. The same identifier is used for all SQ events 
generated when handling SF events related to a DOWN-UP pair, that is, 
having the same identifier. The SQ event also carries service and customer 
identifiers, informs what indicator is being reported, the indicator value and 
state, the next threshold to be reached (Ql or Q2), and the deadline to reach 
it. 

event identifier 

service 

customer 

indicator 

value 

state 

next threshold 

deadline 

value 

value 

value 

value 

value 

value 

value 

value 

Figure 5. Service quality event 
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Some intermediary data is stored in a control register, which structure is 
presented in figure 6. It contains the event identifier, service and customer 
identifiers, a timestamp for last DOWN event occurred for this service-
customer pair (DT), the number of SF events for this service-customer pair 
(NSF), and the previous value calculated for each indicator. 

event identifier 

service 

customer 

DT 

NSF 

previous value [i] 

value 

value 

value 

value 

value 

value 

Figure 6. Control register 

3.3 Indicators and formulas 

To demonstrate the method we will consider mean time to restore service 
(MTRS) indicator, which is one of the most important and used service level 
indicators. Initially we present its definition (equations 1) and graphic (fig­
ures 7); then we deduce the formula that calculate its current value (equa­
tions 2) and the formula that calculate the deadline to reach the correspond­
ing threshold (equations 3). Mean time to restore service (MTRS) is the 
mean of all unavailability intervals (TRS) observed during the evaluation 
period. 

Y.TRS 
MTRS-- (1) 

n 

The value of MTRS indicator depends on the occurrence of SF events. A 
SF event with DOWN notification type starts an unavailability interval when 
MTRS value starts increasing as shown in figure 10. SF events el and e3 
have notification type DOWN, and start two unavailability periods, whereas 
e2 and e4, with UP notification type, end the corresponding periods. PMTRS 
is the indicator value at the end of the previous unavailability period and 
dl_l is the deadline when indicator value will reach the alert threshold (Ql). 
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Service level objective 

Ql 
PMTRS 

tD-1 tU-1 tD 

el e2 e3 

dl_l tU 

e4 
time 

Figure 7. MTRS indicator value and deadline to reach thresholds 

Equation 2 calculates MTRS value at the end of an unavailability interval 
(tU), started at tD. The value is calculated from MTRS previous value 
(PMTRS) at the end of the last unavailability interval. 

MTRS(n) = — 
2ZTRS(„ 

or ^TRS^^MTRS^xn 

Considering event (n+1): 

^TRS^+TRS^ 
MTRS, =-

(ntl) n + \ 

Substituting E 7 ^ , , , ) by MTRS(ii)xn 

MTRS, 
MTRS^xn + TRS^V) 

n + 1 or 

MTRS 
PMTRS xn + (tU-tD) 

n + \ 
(2) 
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Equation 3 computes the deadline to reach threshold Qi at the beginning 
of an unavailability interval, that is, at the reception of a SF event with 
DOWN notification type and timestamp tD. The deadline to reach Qi is de­
duced from (2) by substituting SA by Qi and tU by dlj. 

dl_i = tD + (n + l)xQi-nx PMTRS 
(3) 

3.4 Algorithm 

The algorithm to implement the method is quite simple, and is outlined 
bellow. It is, however, necessary to implement a very sophisticated mecha­
nism to handle incoming and outgoing events. A mechanism, named event 
dispatcher, receives and processes incoming SF events, then builds and 
sends corresponding SQ events. It calls an evaluation component to calculate 
the values according to equations 2 and 3. 

Event dispatcher reads incoming SF events and verifies its notification 
type. For SF events with DOWN notification type it calls the evaluation 
component to compute the deadline to reach next threshold by applying 
equation 3. Then it prepares an SQ event and sets a timer that expires at 
computed deadline. When deadline expires, the associated SQ event is sent 
to be presented at service alarm panel. When the notification type is UP, the 
corresponding timer is unset. A new SQ event is built to clear previous alarm 
condition, and also to inform new indicator's value, computed according to 
equation 2. 

4. CONCLUSION AND FUTURE WORK 

This work presented a method for on-line service level management. It is 
the base for an algorithm that computes indicator's value for each incoming 
event and also, that computes the deadline for reaching the next service level 
threshold. The information rendered on-line by the algorithm in SQ events is 
important because it allows pro-active management. Operational manage­
ment actions, as reconfiguring the service, can be started based on it. An 
SQM system with the outlined architecture was fully implemented and is in 
use in two telecommunication operators in Brazil. The algorithm has been 
implemented and a benchmark against off-line methods is available in Wan-
dresen11. 
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The service level indicators considered in this paper are all based on SF 
events, which are related intervals where service is unavailable. Such inter­
vals are characterized by two timestamps, one at the beginning and the other 
at the end of the unavailability period. The extension of the algorithm for 
other kind of service level indicators can be considered. The only output of 
the algorithm is SQ events. Another important extension is to consider con­
trol actions based on policies. 
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Abstract: In the future IP networks, a wide range of different service classes must be sup­
ported in a network node and different classes of customers will pay different 
prices for their used node resources based on their Service-Level-Agreements. 
In this paper, we link the resource allocation issue with pricing strategies and ex­
plore the problem of maximizing the revenue of service providers in a network 
node by optimally allocating a given amount of node resources among multiple 
service classes. Under the linear pricing strategy, the optimal resource allocation 
scheme is derived for the case that no firm Quality-of-Service (QoS) guarantees 
are required for all service classes, which can achieve the maximum revenue in 
a network node; moreover, the suboptimal allocation scheme is proposed for the 
case that all classes have their firm QoS (mean delay) requirements, which can 
satisfy those required QoS guarantees while still being able to achieve very high 
revenue close to the analytic maximum one. 

1. INTRODUCTION 

Resource allocation in the multi-service communication networks presents 
a very important problem in the design of the future multi-class Internet. The 
main motivation for the research in this field lies in the necessity for structural 
changes in the way the Internet is designed. The current Internet offers a single 
class of 'best-effort' service, however, the Internet is changing. New sophis­
ticated real-time applications (video conferencing, video on demand, distance 
learning, etc) require a better and more reliable network performance. More­
over, these applications require firm performance guarantees from the network 
where certain resources should be reserved for them. The problem of optimal 
resource allocation for satisfying an end-to-end Quality-of-Service (QoS) re-

mailto:zhang@cc.jyu.fi
mailto:timoh@mit.jyu.fi
mailto:jyrkij@mit.jyu.fi


28 Man Zhang, Timo Hamalainen, Jyrki Joutsensalo 

quirement in a network of schedulers is usually addressed by partitioning the 
end-to-end QoS requirement into local requirements and then solving them in 
each individual node5'7. Hence, the problem of further mapping traffics' local 
QoS requirements (delay in particular) to their resource allocations in a single 
network node is of practical importance. On the other hand, in the future multi-
class Internet, users will have to pay the network service providers for their 
used resources based on pricing strategies agreed upon in their Service-Level-
Agreements (SLA). From the service providers' point of view, the optimal 
resource allocation scheme for their revenue maximization is very desirable. 
In this paper, we addressed the problem of optimizing the resource allocation 
in a network node for satisfying both the local QoS requirements of multi-class 
traffics and the revenue maximization of service providers. 

Pricing research in the network has been quite intensive during the past few 
years2'9'10. Also a lot of work12'8'4 has been done concerning the issues of 
resource allocation and fairness in a single-service environment. The com­
bination of pricing strategies and resource allocation among multiple service 
classes have not been analyzed widely. A number of works1'11'6 recently use 
end-users' utility as the maximizing objective for resource allocation schemes. 
All of these approaches have a common objective in maximizing the network 
performance in terms of the users' utility. Our research differs from these 
studies by linking the resource allocation scheme together with certain pricing 
strategies to maximize the revenue of a service provider under a given amount 
of resources. 

This paper extends our previous QoS and pricing research3 and addresses 
the problem of revenue maximization in a network node by novel revenue-
aware resource allocation schemes. Specifically, in a network node supporting 
multiple service classes, packets are queued in a multi-queue system, where 
each queue corresponds to one service class. The service provider will receive 
certain revenues or suffer certain penalties based on given pricing strategies 
whenever serving a packet. For the case that the service classes supported in 
a network node are all delay-insensitive, i.e., all service classes have no firm 
QoS (mean delay, in this paper) requirements, we derive the optimal resource 
allocation scheme by which the maximum revenue can be obtained. Moreover, 
when the service classes supported in a network node are all delay-sensitive, 
i.e., firm QoS (mean delay) guarantees are required for all classes, a subop-
timal resource allocation scheme is proposed, which can satisfy those local 
QoS guarantees while still achieving very high revenue. The simulation re­
sults demonstrated the performances of our proposed revenue-aware resource 
allocation schemes. 

The rest of the paper is organized as follows. In Section 2, the linear pric­
ing strategy, which is used in this paper, is generally defined. Revenue-aware 
resource allocation is investigated in Section 3, where optimal/suboptimal al-
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location schemes are derived. Section 4 contains the simulation part evaluating 
the performances of our proposed resource allocation schemes. Finally, in Sec­
tion 5, we present our concluding remarks. 

2. PRICING STRATEGY 

As we know, linear, flat and piecewise linear strategies are believed to the 
most used one in practice. In this paper, our study concentrates on the revenue-
maximizing issue under the linear pricing strategy and the analysis under the 
flat pricing strategy is postponed to its sequel. The solution to the piecewise 
linear pricing strategy is a straightforward extension to the above two cases. 
First some parameters and notions are defined. We consider a network node 
which supports multiple service classes. Here, incoming packets are queued 
in a multi-queue system (each queue corresponds to one service class) and the 
resources in the network node (e.g. processor capacity and bandwidth) are 
shared amongst those service classes. The number of classes is denoted by 
m. Literature usually refers to the gold, silver and bronze classes; in this case, 
77i = 3. The metric of QoS considered in this paper focuses on packet delay. 
We use di to denote class / packet delay in the network node. For each ser­
vice class, a pricing function ri{di) is defined to rule the relationship between 
the QoS (packet delay here) offered to class i customers and the price which 
class / customers should pay for that QoS. Obviously, it is non-increasing with 
respect to the delay di. Specifically, the linear pricing strategy for class i is 
characterized by the following function. 
Definition 1: The function 

n(di) = bi- kidi, z = l,2,.. . , m, &» > 0, fc* > 0 (1) 

is called linear pricing function, where bi and ki are positive constants and 
normally bi > bj and ki > kj hold to ensure differentiated pricing if class / 
has a higher priority than classy (in this paper, we assume that class 1 is the 
highest priority and class m is the lowest one). 

From Eq. (1), it is observed that the constant shift bi determines the max­
imum price paid by class / customers and the growing rate of penalty paid to 
class / with delay depends on the slope ki. Clearly, the set of eligible pricing 
functions should show that the constant shift b\ and the slope k\ from the high­
est priority class are both maximal. This is actually what we expect based on 
the requirements of the Service-Level-Agreement. 
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3. REVENUE-AWARE RESOURCE ALLOCATION 

In this section, we consider a network node with capacity C bits/s, support­
ing m service classes totally. In the node, each class has its own queue. Assume 
that the queues corresponding to different classes are infinite in length and the 
packets in the same queue are served in the order they arrive. As most traf­
fic arrival processes have been proven to be Poisson process, the used source 
traffic model for each class consists of Poisson arrivals and an exponential 
packet length distribution in this paper. The arrival rate for the m classes is 
Ai,A2,.-jAm (packets/s), respectively. We use Li to denote the mean packet 
length (in bits) of class /. As mentioned above, di is used to denote class i 
packet delay in the node, which consists of the waiting time in queue / and 
the service time. The share of node capacity allotted to class i is specified by 
parameter W{, which is called the weight of class /. Obviously, the constraints 
for Wi, 1 < i < m are ]C2=i wi ~ 1 a nd Wi £ (0,1]. As a necessary stability 
condition, Y4L1 XiLi < C is required. 

As class / packets arrive at queue / with rate Â  and they are guaranteed to 

receive a portion of node capacity WiC, the analytic mean packet delay di of 

class / in the node can be estimated as di — -r-^— = —Ĵ K r based on the 
^ ^ £ - A i wiC-XiU 

queuing theory. Its natural constraint is WiC > XiLi due to the fact that delay 
can not be negative. 

Note that a service provider will obtain a revenue or penalty whenever serv­
ing one packet. Hence, the metric of revenue used in this paper is the revenue 
gained per time unit by a service provider. Unless stated otherwise, we shall 
hereafter refer to the revenue per time unit as revenue. We use the above ana­
lytic mean packet delay di to estimate class i packet delay di. Then the revenue 
F gained by a service provider in the node may be defined as follows when the 
linear pricing function in Eq. (1) is deployed: 

m m u.f. 

F = J2 X^r^(d^) = ^ \{h - * \ ) (2) 

3.1 Case 1: the resource allocation scheme when no firm 
QoS guarantees are required 

In this subsection, we derive the optimal resource allocation scheme for the 
case that no firm QoS (delay) guarantees are required for all classes. In other 
words, packet delay di of class i can be any positive value in this case. Then, 
the issue of revenue maximization in a network node can be formulated as 
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follows based on the revenue definition in Eq. (2): 

771 7 f 

max F = J2 Xi(bi n
 % \ f ) (3) 

m 

S.t. ^2u)i = l, 0<Wi<l (4) 
i=l 

WiC > XiLi (5) 

Theorem 1. When no firm delay guarantees are required for all classes, the 
globally maximum revenue F obtained in a network node is achieved by using 
the following optimal resource allocation scheme: 

Wi = , (6) 

i = 1, 2, ..., m and it is unique when W{ G (0,1]. 
Proof: Based on Eqs. (3) and (4), we can construct the following Lagrangian 
equation. 

m hfri rn 

P = P(wi,W2,...,wm) = y^Xiibi * * - ) + a ( l -Y]wi) (7) 
~{ ™i ~ AiLido f^ 

Set partial derivatives of P in Eq. (7) to zero, i.e., J ^ = , ffifl^ - ^ = 0. 

It follows that a = ^ ^ leading to the solution: 

XikiLi XiLi . 
Wi="~Co~~~C~' * = l ,2, . . . ,m. (8) 

Substituting Eq. (8) to Eq. (4), we get yfa = ~y=^m * * T- and when this y/o~ 

is substituted back to Eq. (8), the closed-form solution in Eq. (6) is obtained. 
Due to the constraint wiC > XiLi in (5), obviously, YJJLI WjC = C > 

jyjLi xjLj- Hence, the closed-form solution in Eq. (6) Wi > 0. Moreover, 

this inequality holds: XiLi = j >;=1 _ < C, leading to in Eq. (6) the 
i = i 

numerator less than the denominator and thus Wi < 1. Hence, we can conclude 
that the closed-form solution in Eq. (6) wi G (0,1] and it is an eligible weight. 

To prove that the closed-form solution in Eq. (6) is the only optimal one 
in the interval (0, 1], we consider the second order derivative of P: | ^ = 
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_ 2XikiLiC < Q ^ u e tQ t n e constraint WiC > XiLi in (5). Therefore, the rev-

enue F is strictly convex with the allotted set of weights {u>i,..., i^,..., wm} 
for the interval 0 < Wi < 1, having one and only one maximum. Hence, the 
closed-form solution W{ in Eq. (6) is the optimal weight of class /, z=l,2,...,m. 
This completes the proof. Q.E.D. 

Furthermore, the maximum revenue obtained in a network node can be cal­
culated as follows. 
Theorem 2. When the optimal resource allocation scheme in Theorem 1 is 
deployed, the maximum revenue obtained in a network node is 

rmax — 2-j^ %Vl> n T^rn \ f ^ ' 

Proof: Substituting the optimal weight in Eq. (6) to Eq. (2), the maximum 
revenue Fmax which can be obtained in a network node is 

m \.u.f.^rn _ /\.u.f. 

) = (io) F 1 max 

m 

2 = 1 

m 

2 = 1 

XikiLi z^i—i y XikiLi 

y/XikiLi(C — ^ = 1 A ^ ) 

Q.E.D. 

3.2 Case 2: the resource allocation scheme when the firm 
QoS guarantees are required 

In this subsection, we derive the resource allocation scheme in a network 
node which should satisfy the required QoS guarantees of all classes while still 
achieving as higher revenue as possible. In this paper, the firm QoS guarantee 
of class i means that the mean packet delay di of class / must be less than the 
given value Dz, i.e., di < A - We use the analytic mean packet delay di to 
estimate d{, i.e., di = —J"\ r < A , leading to Wi > kk(Xi + 4-). Thus, the 
required minimum weight of class / for satisfying its firm mean delay guarantee 
is acquired, which we use w^minimum to denote: Wi)minimum = ^(A* + ^ - ) . 
Then, the issue of revenue maximization in Case 2 can be formulated as below: 

max F = Ylh(jH- * \ _-) (11) 
i=l VJi^ ~ M^i 

m 

s.t. 5 ^ = 1, Q<Wi<l (12) 
2 = 1 

Wi ^ ^i^minimum (1-^) 
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Note that the constraint in (5) has been contained in (12). 
To address the above issue, we first calculate the optimal solution by Eq. (6) 

and it is referred to as Wii0ptimai,i — 1,2,..., m hereafter. Then, if the inequal­
ity Wii0ptimai > Wi,minimum holds for all classes, then the optimal solution 
Wi^optimai, i = 1,2,..., m by Eq. (6) is the optimal resource allocation scheme 
in this case because not only can it achieve the maximum revenue but it can 
also satisfy the firm mean delay guarantees. 

If the inequality {w^optimai > w^minimum) can not hold for all classes, the 
optimal solution Wi^optimai is not eligible to be the resource allocation scheme 
in this scenario as it cannot satisfy all the firm mean delay guarantees. Addi­
tionally, as the constraint in (12) is derived based on the analytic mean delay 
di, the weight allotted to class / in this scenario should actually satisfy the fol­
lowing inequality in (13) to ensure the fulfilment of the firm QoS guarantee of 
class i: di < Di. 

^i ^ l^i^minimum ~~r ^i \^) 

where ei is a small positive constant and may be set at different values de­
pending on the accuracy of the implemented firm QoS guarantee. In other 
words, there is no optimal resource allocation scheme in this scenario. How­
ever, as Theorem 1 shows that the revenue F is strictly convex to the allotted 
set of weights and only has one maximum, the suboptimal resource allocation 
scheme can be derived by having the suboptimal weight (wi)SUboptimai) a s near 
Wi,optimai as possible and meanwhile satisfying the constraints in Eqs. (11) 
and (13). We propose a feasible approach to derive the suboptimal allocation 
scheme for this scenario below. 

The value of {w^optimai - w^minimum) is defined as the weight distance of 
class /. First, all vji,minimum (z=l,2,...,m, i is class index) are sorted by the 
defined weight distance in descending order so that we acquire a new series 
of weights denoted by vjp^7ninimum (p=l,2,...,m, p is position index). Obvi­
ously, there is one mapping between class index / and position index p. Next, 
all 

i^i minimum <^Q sorted by size also in descending order to achieve another 
series of weights denoted by w'p^minimum (p=l,2,...,m). Then, the suboptimal 
weight is derived as follows: 

, ^p,minimum / 1 __ v~^ \ / i r \ 
WP)suboptimal — wp,minimum \ T-^m \ ~ / > wp,minimum) \*-J) 

2-^p=l ^p ,minimum ^ 

for p = 1, 2,..., m. As mentioned above, there is the mapping between class 
index / and position index p, hence, the suboptimal weight wisuboptimal °f 
class / can be acquired by wp^suboptimal • 
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4. SIMULATIONS AND RESULTS 

In this section we present some simulation results to illustrate the effective­
ness of our revenue-aware resource allocation scheme for maximizing the rev­
enue of service providers while also satisfying the firm mean delay guarantees 
if needed. A number of simulations have been conducted under different pa­
rameter settings. A representative set of these simulations are presented herein. 
In accord with the presentation format in Section 3, this section also consists of 
two subsections, one for the case that no mean delay guarantees are required in 
the simulations and the other one for the case that the supported service classes 
all have the settings of their firm mean delay guarantees in the simulations. The 
configuration of all simulations in this section is described below. 

Throughout this section, we shall focus on a network node with capacity 
C = 106 bits/s and the number of service classes supported m — 3 (namely, 
gold, silver and bronze classes). The base arrival rates and the mean packet 
lengths of the above three classes are provided as follows: for the gold class, 
Ai=10 packet/s, for the silver class, A2= 15 packet/s, for the bronze class, A3=20 
packet/s, and £^=3360 bits, /= 1,2,3. A multiplicative load factor p > 0 is 
used to scale these base arrival rates to consider different traffic intensities; 
i.e., Xjp will be used in the simulations as the class-y arrival rate. The set of 
linear pricing functions deployed is {r\(di) — 200 — 10di,r2(d<2) = 150 — 
5<i2? ^3(^3) = 80 — 2ds} (the time unit of delay is ms here). 

4.1 Case 1 simulations 

In this case, the simulations were made for evaluating the performance of 
the optimal resource allocation scheme derived by Theorem 1. The simulation-
generated revenue value by the optimal allocation scheme will be compared 
with the maximum revenue value calculated by Theorem 2, which is called 
the analytic maximum revenue value hereafter. In the simulations, the pro­
portional resource allocation scheme, which proportionally allocates the re­
source amongst all service classes, is also employed for comparison. Specifi­
cally, the proportional scheme allots the weight of a class i as follows: wi = 
p r ^ f y r , / = 1,2,..., m. Note that this proportional scheme is a natural way 

to allocate network resources. 
Furthermore, we first investigate the evolution of the simulation-generated 

revenue by the optimal scheme with the time. In this scenario, only the above 
base arrival rates were used, i.e., load factor p=\. Additionally, a set of given 
weights (u>i=0.60, W2=0.25, u>3=0.15) was also employed for further illustrat­
ing the performance of the optimal allocation scheme. Figure 1(a) presents the 
simulation results when the above set of linear pricing functions is used, where 
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the x-axis represents the time (the measurement period is 100 seconds here) 
and the y-axis represents the revenue. 

It is observed from Figure 1(a) that the largest simulation-generated rev­
enue value is always achieved by the optimal allocation scheme compared 
to those by the proportional scheme and the given set of weights. More­
over, the simulation-generated revenue value by the optimal scheme is always 
quite close to the analytic maximum revenue value, which demonstrates the 
effectiveness of Theorem 1 and 2. As the parameters in Eq. (9) for cal­
culating the analytic maximum revenue are invariable with time in this sce­
nario, the analytic maximum revenue value does not change with time in Fig­
ure 1(a); whereas, as the simulation-generated packet delays are variable, the 
simulation-generated revenue values vary with time in the figure. 

Next we evaluate the performance of the optimal allocation scheme when 
different traffic intensities are fed into the network node. Figure 1(b) shows 
the simulation results, where the x-axis represents the load factor and the y-
axis represents the revenue. It is seen in Figure 1(b) that the optimal allocation 
scheme achieves the largest revenue in the simulations under all traffic inten­
sities, which is also very close to the analytic maximum revenue. Moreover, 
both revenue curve grow almost linearly under light and medium loads. This 
is as expected because few penalties will be incurred under such loads. Under 
heavy loads, both curves start to level off as the penalties start to grow faster 
than the revenues. Although the revenue curve of the proportional scheme also 
grows under light loads, it starts to decrease much earlier as the penalties in­
curred by the proportional scheme are much larger than the ones by the optimal 
scheme under the same traffic load. 

Based on the above simulation results, we can conclude that the Theorem 
1 does derive the optimal resource allocation scheme for the case that no firm 
QoS guarantees are required, which can achieve the maximum revenue under 
different traffic intensities. 

4.2 Case 2 simulations 

In this subsection, we evaluate the performances of our derived revenue-
aware resource allocation schemes for the case that all classes require their 
firm QoS (mean delay) guarantees. Throughout this subsection, the firm mean 
delay guarantees for the gold, silver and bronze classes are set as follows: 
d\ < 10ms, di < 15ras, ds < 30ms. According to the analysis in Section 
3, the optimal weight w^optimai and the required minimum weight w^minirnum 

should first be calculated, respectively, then the optimal or suboptimal resource 
allocation scheme in this case can be derived based on the comparison of them. 
Obviously, if the sum of the calculated Wi}minimum exceeds 1 for any load 
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(a) (b) 

Figure 1. Case 1 simulations: (a) Revenue comparison as function of time (load factor p = 1); 
(b) Revenue comparison as function of load factor p. 

Table 1. The calculated Wi>optimai and w^minimai, J-l, 2, 3, for Case 2 simulations 

p = l 
P= 1-5 
p = 2 1 

Wl,opt 
0.3733 
0.3599 
0.3464 

W2,opt 
0.3446 
0.3436 
0.3426 

W3,opt 
0.2821 
0.2965 
0.3110 

Wl.min 
0.3696 
0.3864 
0.4032 

U>2,min 
0.2744 
0.2996 
0.3248 

W3,min 
0.1792 
0.2128 
0.2464 

factor, it means that the node capacity is not enough to satisfy those firm QoS 
guarantees under such load intensity. 

Specifically, in this case, X)?=i wi,minimum > 1 holds for any load fac­
tor p which is more than 2.5. Hence, the load factors p=\, p=l.5 and p=2 
were used to generate the traffic loads in the following simulations. The above 
set of linear pricing functions is employed in the simulations, then the cal­
culated wi)0ptimai and Wi^minimum for load factor p=l, p=l.5 and p=2 are 
summarized in Table 1. Based on the analysis in Section 3, we know that, 
if Wii0ptimai > 'Wi.minimum holds for all classes under a load intensity, then 
the optimal resource allocation scheme (wi^optimah 

i= 1,2,3) exists for that load 
intensity. Specifically, Table 1 shows that the optimal allocation scheme exists 
for the traffic intensity: p=l, and thus the optimal weights (wiy0ptimai shown in 
Table 1 were also used in this case simulations for this load factor p=\. 

For the scenarios that Wii0ptimai > Wiiminimum does not hold for all classes, 
the suboptimal resource allocation scheme has to be derived, which should sat­
isfy the required mean delay guarantees while still being able to achieve high 
revenue. One feasible approach was proposed in Section 3 to derive such sub-
optimal allocation scheme. Below we illustrate how to calculate the suboptimal 
weight by that approach. 
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From Table 1, we observe that the suboptimal weight has to be derived for 
these two load intensities: p=1.5, p=2. Furthermore, under the above load 
intensities, it is observed from Table 1 that the weight distance of the gold 
class (wi^optimai - wi, minimum) is always the largest and the one of the bronze 
class (w3i0ptimai - w^minimum) the smallest among the weight distances of 
the three classes; moreover, the required minimum weight of the gold class 
(wi,minimum) is also always the largest and the one of the bronze class the 
smallest among all Wiiminimum, /= 1,2,3. Hence, for this special scenario, the 
formula in Eq. (14) for deriving the suboptimal weight by our proposed ap­
proach can be expressed as follows: 

m 
VJm+l—i,minimum /-. v~^ \ / i / - \ 

^z,suboptimal — ^i^minimum ~r ^ m \^ ~~ / J ^i,minimum) v-lOj 
Z-a=l ^i^minimum ^=1 

for i=\, 2, 3, which exactly shows that the left portion of nodal capacity is 
distributed among all service classes based on their weight distances. Then, 
the suboptimal weights (wi)SUboptimai, /=1,2,3) for the above load intensities 
may be calculated by Eq. (15) and summarized as follows: for p = 1.5, 
wi,suboptimal = 0.4104, w2,Suboptimai = 0.3333 and ws^uboptimai = 0.2563; for p 
= 2, W»ijsuboptimal = 0 .4097, W2jsuboptimal = 0 .3333 and Wz,suboptimal = 0 .2570. 

Additionally, another set of weights denoted by W{comparison, /= 1,2,3 are 
also employed in the simulations for the comparison and calculated by equa­
tion' on- • in- • • J wi,minimum /i V^ m on- • • \ 
uuii. UJ%^comparison — ^i^minimum ~t~ \ >>>̂  ~~ V-L Z-a=l LVi,mimmumJf 

/ j~ — i wi,minimum 

/= 1,2,3, which means that the left portion of nodal capacity is allotted to class 
/ only based on the size of its ^i minimum' They are summarized below: 
tor p 1, VJ\^comparison — U.44yU, ^2 ^comparison ~ U . J J J J anu W^^COmparison 
= 0.2177; for p = 1.5, wi)Compa™son = 0.4299, W2,COmparison = 0.3333 and 
w3,comparison ~ U.zJoo; tor p — 2, t^l,co7TT,parzson = U.413o, W2,comparison = 

0.3333 and 
^ 3 , comparison 

0.2529. 
Then, the above derived optimal/suboptimal weights and the above compar­

ison weights were used in the simulations, respectively. Figure 2 presents the 
simulation results, which shows that the simulation-generated revenue by the 
optimal/suboptimal weights is always higher than the one by the comparison 
weights and it is also pretty close to the analytic maximum revenue. 

Moreover, the simulation-generated mean packet delay by the optimal/sub­
optimal allocation schemes are: 9.9882 ms, 11.5756 ms and 16.0049 ms for 
p=\;9A695ms, 13.3077 ms and 22.2440 ws for p= 1.5; 9.9636 ms, 14.8071 ms 
and 28.0530 ms for p=2, which shows that the simulation-generated mean 
packet delays by the derived optimal/suboptimal scheme satisfy the required 
firm mean delay guarantees (d\ < 10ms, d2 < lbms, ds < 30ms). Therefore, 
it is demonstrated that our derived revenue-aware resource allocation scheme 
(optimal/suboptimal scheme) in Case 2 is an eligible one, which satisfies all 
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Figure 2. Revenue comparison as function of load factor p in Case 2 simulations 

required firm QoS (mean delay) guarantees while still achieves very high rev­
enue (pretty close to the analytic maximum one). 

5. C O N C L U S I O N S 

In this paper, we link the resource allocation issue with the pricing strate­
gies and explore the problem of maximizing the revenue of service providers 
by optimally allocating a given amount of resource among multiple service 
classes. Under the linear pricing strategy, the optimal allocation scheme is 
derived for the case that no firm QoS guarantees are required for all classes, 
which can achieve the maximum revenue in a network node; moreover, the 
suboptimal allocation scheme is proposed for the case that all classes have 
their firm QoS (mean delay) requirements, which can satisfy those required 
QoS guarantees while still being able to achieve very high revenue close to the 
analytic maximum one. The simulation results demonstrated the effectiveness 
of our proposed optimal/suboptimal resource allocation schemes. 

In future work, the issue of revenue maximization under a flat pricing strat­
egy will be investigated. Moreover, a revenue criterion as the admission control 
mechanism will be studied. 
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Abstract: This work addresses the issues related to authentication in wireless LAN envi­
ronments, with emphasis on the IEEE 802.11 standard. It proposes an authen­
tication architecture for Wireless networks. This architecture called Wireless 
Kerberos (W-Kerberos), is based on the Kerberos authentication server and the 
IEEE 802.1X-EAP model, in order to satisfy both security and mobility needs. It 
then, provides a mean of protecting the network, assuring mutual authentication, 
thwarts cryptographic attack risks via a key refreshment mechanism and man­
ages fast and secure Handovers between access points. In addition to authentica­
tion, Kerberos has also the advantage of secure communications via encryption. 

Keywords: Wireless authentication, IEEE 802. IX, EAP, Kerberos, test beds. 

1. INTRODUCTION 

The convenience of IEEE 802.11-based wireless access networks has led to 
widespread deployment in many sectors. This use is predicated on an implicit 
assumption of access control, confidentiality and availability. However, this 
widespread deployment makes 802.11-based networks an attractive target for 
potential attackers. Indeed, many researches have demonstrated basic flaws in 
802.11 's encryption mechanisms1'2 and authentication protocols3. 
Although the IEEE 802.1 li framework is proposing solutions to deal with 
wireless networks security limitations, actually there is not a complete set of 
standards available that solves all the issues related to Wireless security. We 
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have then proposed a mobility-aware authentication architecture for 802.11 
networks, based on the IEEE 802.1 li works and exploiting the Kerberos pro­
tocol to overcome security limitations of Wi-Fi networks. In this paper, we 
propose a Kerberos-like authentication architecture, evaluate and experiment 
its security. We first begin by presenting concepts related to the IEEE 802.1 li 
architecture such as the EAP-802.1X model and introduces the Kerberos pro­
tocol and related approaches in wireless networks. This is followed by a brief 
description of the proposed architecture (called W-Kerberos) and the authenti­
cation process. We then evaluate W-Kerberos on the basis of the IEEE 802. IX-
EAP threat model. Next, we describe attacks experimented to test the archi­
tecture resistance to wireless vulnerabilities, and conclude with perspectives of 
this work. 

2. THE IEEE 802.1X FRAMEWORK 

The IEEE 802.IX standard4 defines a port-based network access control 
using the physical characteristics of LAN infrastructures, to perform a data 
link layer access-control. This standard abstracts three entities [Figure 1]: 

• The supplicant, that wishes to access services, usually the client. 
• The authenticator, which is the entity that wishes to enforce authentica­

tion before allowing access to its services, usually within the device the 
supplicant connects to. 

• The authentication server, authenticating supplicants on behalf of the 
authenticator. 

Authenticator 
System 

c 

| Con 
| Port 
i 

Services offered by 
the authenticator 

system 

trolled v | 

Authentication 
Server 

i i 

Authorized / ! 
Unauthorized i 

4 

i 

Unc ontrolled 
r Port 

Supplicant 

Figure J. The IEEE 802.IX Set-up. 

The IEEE 802. IX framework does not specify any particular authentica­
tion mechanism; it uses the Extensible Authentication Protocol (EAP)5 as its 
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authentication framework. EAP is a protocol that supports exchange of infor­
mation for multiple authentication mechanisms. The authenticator is responsi­
ble for relaying this information between the supplicant and the authentication 
server. 
The authenticator's port-based access control defines two logical ports via a 
single physical LAN port. These are controlled and uncontrolled ports. The 
uncontrolled port allows uncontrolled exchange (typically information for the 
authentication mechanism) between the authenticator and other entities on the 
LAN, irrespective of the authentication state of the system. Any other ex­
change takes place via the controlled port. 

3. THE KERBEROS PROTOCOL 

Kerberos was developed as an open software at the Massachusetts Institute 
of Technology (MIT) as part of its Athena project6. The Kerberos architec­
ture defines three entities: the client wanting to reach resources of a certain 
server, the service supplier or server, and the authentication Kerberos server, 
based on two distinct logical entities: An AS server (Authentication Server), 
responsible for the identification of clients, and a TGS server (Ticket Granting 
Service) which provides clients with access authorizations on the basis of an 
AS identification. These two entities are regrouped under the name of KDC to 
mean Key Distribution Center. 

3.1 The Kerberos authentication process 

The Kerberos authentication takes place in a set of steps as shown in [Fig.2] 
and described below: 

TGT Request (1) 

^_ 
^~ 

^ _ 
^— 

TGT (1) 

ST Request (2) 

ST and SK (2) 

ST (3) 

- • 

*-
—^ 

- • 

TGS 

Server 

Figure 2. The Kerberos authentication process. 
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1 Before the client attempts to use any service of the network, a Kerberos 
Authentication Server AS must authenticate him. This authentication 
consists in obtaining an initial ticket request: Ticket Granting Ticket 
(TGT), which will be used subsequently to get credentials for several 
services. 

2 When the client wants to communicate with a particular server, he sends 
a request to the TGS asking for credentials for this server. The TGS an­
swers with these credentials encrypted by the user's key. The credentials 
consist of a temporary session key Sk and a ticket for the service supplier 
called Service Ticket ST, containing the client identity and the session 
key, all of them encoded with the server's key. 

3 The client, wanting to reach a server's resources, transmits the ticket to 
this server. The session key, now shared by the client and the server, can 
be used to encrypt the next communications. 

3.2 Kerberos in Wireless environments 

The Kerberos use for authentication in WLAN environments has been con­
sidered several times. We discuss in the following some of these approaches. 

• The "Symbol Technologies" approach is considering the SSID (Service 
Set Identity) as a service name shared between all the access points, to 
offer network access, and to make roaming easier. This approach does 
not offer a perfect forward secrecy. Thus, an attacker compromising an 
access point, could compromise the entire network. 

• The IEEE 802.1 le approach7 is using EAP as an authentication method 
transporter, and the IAKerb protocol8 for proxying the client messages 
to the authentication server. This approach, using a classic Kerberos 
authentication process, does not offer a transparent authentication and a 
secure way to deal with handovers; neither does it prevent cryptographic 
attacks on a generated session key. 

• The IP Filter approach9 is based on the implementation of some IP.tables 
filters, at the level of the access point. Those filters, constructed on the 
basis of a Kerberos authentication, are used by the access point to allow 
or deny the access of client stations to the network. This approach is 
vulnerable to IP Spoofing attacks, and to IP based DoS attacks10. 

The proposed Kerberos-based solutions do not prevent WLAN networks from 
cryptographic attacks nor do they handle fast and secure handovers. Thus, in 
our work, we have been interested by specifying a new Kerberos based ar­
chitecture for WLAN. In the following subsections, we describe the proposed 
architecture called Wireless Kerberos: W-Kerberos. 
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4. W-KERBEROS OR KERBEROS FOR THE 802.11 
NETWORKS 

The proposed authentication process is based on tickets delivered by a W-
Kerberos server. These tickets are going to direct the access points either to 
allow or not the traffic of a particular client. W-Kerberos system is composed 
of the client trying to have access to the network, the access points consid­
ered as the Kerberos service suppliers, offering the service of access to the 
network, and the W-Kerberos server as an authentication and roaming server. 
A W-Kerberos system is composed of the client trying to have access to the 
network, the access points considered as the Kerberos service suppliers, of­
fering the service of access to the network, and the W-Kerberos server as an 
authentication and roaming server. 

4.1 Initial authentication 

This phase is typically initiated by the client terminal, which achieved a 
802.11 association. In a first step, the client, receiving an EAP Request Iden­
tity from the access point, sends an EAP Response message, encapsulating an 
initial Service Ticket request (KRB-AS-REQ) [Fig.3]. The key used to encode 
the KRB messages is shared between the client and the Kerberos server and 
derived from the password provided by the client l. 

After receiving the EAP Response, a Kerberos authentication request is sent 
from the access point to the W-Kerberos authentication server on the non con­
trolled IEEE 802. IX port. The authentication server consults then the basis of 
principals, fixes the session time (needed for key refreshment), and generates a 
session key. An answer message KRB-AS-REP containing the session key, the 
ticket encoded with the AP secret key, and some authentication information 
is sent to the client via the access point. This transmitted Data is encrypted 
with the client key. To have access to network resources, the client issues the 
ticket to the access point as a KRB-AP-REQ message encapsulated in an EAP 
Response packet. Thus, the client is now authenticated and authorised by the 
access point. 

4.2 The key refreshment and Handover phases 

W-Kerberos offers a secure channel for communications via encryption mech­
anisms where key exchange is dynamic. This avoids the possibility of passive 
attacks to retrieve encryption keys. Hence, in addition to the ticket valid­
ity time, a key refreshment mechanism based on a session time out, sent in 
the initial authentication ticket, is specified by our architecture11. Moreover, 
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Figure 3. The Kerberos authentication process. 

the WKerberos authentication is completely transparent to the client during a 
Handoff phase, in a way that no new authentication does take place. The client 
station only activates its context sending a ticket, which will be verified by the 
new access point11. 

WKERBEROS EVALUATION 

This section evaluates the W-Kerberos architecture on the basis of IEEE 
802.11 networks threat model. The following points summarize security ser­
vices offered by W-Kerberos to thwart different 802.11-specific attacks. 

5.1 Confidentiality and Key derivation 

Using the Kerberos key distribution to generate a MAC layer key, the W-
Kereberos architecture allows the use of different available encryption mech­
anisms and thwarts different cryptographic attacks via the key refreshment 
phase. 
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5.2 Replay attacks and Integrity protection 

W-Kerberos deals with replay attacks using EAP sequencing and Kerberos 
techniques in order to prevent an attacker from capturing a valid authentica­
tion message (or an entire authentication conversation) and replay it. Kerberos 
techniques are based on timestamps (and/or random numbers sequences)12. 
Further, caching authenticators within Kerberos V implementations denies any 
replays within the allowed time interval of Kerberos (5 minutes by default). 
Integrity protection provides data origin authentication and protection against 
unauthorized modification of information for authentication messages. W-
Keberos uses an authenticator field to verify the authenticity of WKerb mess­
ages6. Moreover, the entities have to verify the EAP messages authenticity 
through an authenticator field added to the EAP messages. 

5.3 Dictionary attacks resistance 

Kerberos is known to be vulnerable to Dictionary attacks13. The W-Kerberos 
architecture, using a pass phrase to generate a master key could also be vul­
nerable to such type of attacks. In fact, where password authentication is used, 
passwords are commonly selected from a small set (as compared to a set of 
N-bit keys), which raises a concern about dictionary attacks. However, the 
possibility of using certificates and public key cryptography within a Kerberos 
environment has been studied14. While these techniques are certainly more 
secure, there is a compromise to consider: Using certificate based authenti­
cation means material authentication (in opposition to user one), public key 
infrastructure set up and less comfort of use for clients. 

5.4 Mutual authentication and Protected results 
indications 

This refers first to the ability for clients and access points to ascertain that 
they are communicating with authentic counterparts and to indicate whether 
they have successfully done it. Where EAP is tunnelled within another pro­
tocol that omits station authentication, there exists a potential vulnerability to 
man-in-the-middle attack15'16. W-Kerberos uses the Kerberos optional mutual 
authentication mechanisms, where both the access point and the client authen­
ticate themselves. This authentication is mandatory within our proposal, so 
that rogue access point risks are prevented. 
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5.5 Denial of Service protection 

Avoiding denial of Service (DoS) attacks within a wireless network is of a 
paramount importance for any security architecture. Performing a DoS attack 
is generally the first step that an attacker is taken to launch other, more clever 
attacks. Those attacks have been studied in many works3'10, and some of them 
could be prevented by implementing some essential services. The per-packet 
authenticity used within a W-Kerberos authentication is one way to avoid some 
of these attacks. This prevent EAP-failure or EAPoL Logoff spoofing attacks3 

(trying to de-authenticate a legitimate client), and typically used to initiate a 
Man-in-the-Middle attack. Further, avoiding replay attack preserves 802.11 
entities, especially access points, from flooding attacks. 

6. TESTS AND EXPERIMENTS 

In our experiments, we have tested three of the most known 802.11-specific 
attack implementations12 (AirSnort, Monkey Jack, Voidll) and observed the 
W-Kerberos behavior and attacks results. 

6.1 AirSnort 

AirSnort is a wireless LAN tool that recovers WEP encryption keys. It op­
erates by passively monitoring transmissions, computing the encryption key 
when enough packets have been gathered. In the W-Kerberos implementation, 
based on the HostAP driver, dynamic WEP is used as the MAC layer protocol 
for frames encryption. Our test bed has consisted in multi sessions FTP trans­
fers on five wireless stations running W-Kerberos. The table below presents 
the obtained results. 

This test proves that key refreshment is a mean thwarting some crypto­
graphic attacks, especially WEP crack tools requiring a minimal number of 
unique key-encrypted captured frames. 

6.2 Monkey Jack 

Monkey Jack is an implementation of a wireless Man-In-the-Middle attack. 
It is used within the AirJack toolbox, which is a free 802.11 device driver 
API, and an 802.11 development environment. AirJack offers many utilities 
as user space programs, such as wlan-Jack, essid-Jack, monkey-Jack, etc. The 
principle of the Monkey Jack attack is to take over connections at layer 1 and 
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Table I. AirSnort results. 

Key 
refreshment 

time(min) 

0: Static key 

0: static key. 

60 

Key 
size 
(bits) 

128 

64 

64 

Average 
throughput 

2.8 Mbits/s 

3.6 Mbits/s 

3.9 Mbits/s 

Average 
captures 

(frame/sec) 

186 

192 

194 

Observations and results 

Key has been retrieved in 9095 
seconds (about 2 hours 31min) 
capturing 1 681 138 ciphered 
frames. 

Key has been retrieved in 5390 
seconds (about 1 hour 30 min) 
capturing 1 032 887 ciphered 
frames. 

Key has not been retrieved by 
AirSnort, collecting more than 
5 200 000 ciphered frames. 

2, and to insert attack machine between victim and access point. It consists of 
three main phases: 

• Phase 1: De-authentication attack, sending de-authentication frames to 
the victim using the access point's MAC address as the source. 

• Phase 2: Client capture, victim scans channels to search for a new ac­
cess point, and then associates with fake access point on the attacker's 
machine. Fake access point is on a different channel than the real one, 
and is generally duplicating its ESSID. 

• Phase 3: Connection to the access point, attacker's machine associates 
with the real access point and is now inserted between the two entities. 
It tries to pass frames through. 

We have tested this attack on two different architectures. The first was based 
on EAP-MD5 as a non-mutual authentication method, and the second on a W-
Kerberos scheme. Monkey Jack versus EAP-MD5 was a total success. The 
attacker has successfully de-authenticated the client station in about 2 seconds. 
The victim, then associates with the fake access point and the attacker passes 
through authentication frames. The attack lasts 5 seconds. 

For the W-Kerberos architecture, the first phase of this attack was the same 
as the first test. The attack machine, via de-authentication frames (those frames 
being not authenticated), has been able to capture the victim station (phase 1 
and 2). However, when trying to relay authentication frames, the access point 
must have knowledge of the access point secret key, to decrypt the session key 
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in the service ticket. Moreover, any address modification is detected when ver­
ifying the authenticator field of the authentication messages, so the fake access 
point was unable to authenticate itself when asked to answer the authentica­
tion request of the client station. Thus, in our test the attack process failed and 
terminated with some errors on the attacker's machine interfaces. 

6.3 Voidll 

Voidll is an open source implementation of some basic 802.11b DoS at­
tacks. It mainly consists of: 

• The Deauth tool (Network DoS): flooding wireless networks with de-
authentication frames and spoofed ESSID, so that authenticated stations 
will drop their network connections. 

• The Auth tool (Access point DoS): flooding access points with de-authen­
tication frames and random stations addresses, so that access points will 
deny any service. 

The W-Kerberos has been compared to material authentication test beds. The 
results for the "Deauth" tool are the following: 

Table 2. Voidl 1 Deauth tool results. 

Clients 

Client 1 
MACl 

Client2 
MAC2 

Auth. 
Method 

EAP-
TLS 

EAP 
w-

Kerb 

Auth. AP 

Cisco 
Aironet AP 
350 Series 

HostAP 
W-Kerb 

Auth. Server 

FreeRadius 

WKerberos 
Server 

Test Time 

12 sec 

25 min 

Results 

Deauthenticated 

Associated, 
Authenticated 

These results prove the resistance of the W-Kerberos to attacks based on 
forgery of spoofed EAP messages, and particularly de-authentication mes­
sages. The Man In the Middle attacks, being typically based, on such denial of 
service, are very reduced with an authenticator field in the EAP messages. 
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The second scenario has consisted in testing the hostAP soft access point, 
implementing the W-Kerberos authentication, and verifying its capacity of re­
sistance to de-authentication frames flooding from random stations addresses. 
The results are the presented in [Table 3]. 

Table 3. Voidl 1 Auth tool results. 

AP 

Cisco AP 
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Cisco AP 
1100 

HostAP 
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Auth. 
Server 

FreeRadius 

FreeRadius 

W-
Kerberos 

Observations & results 

The access point stops broadcasting beacons during 15 minutes. 
Authenticated clients are disassociated. 

Clients are disassociated, but re-associate periodically. The ac­
cess point continues to broadcast beacons. 

Authenticated clients continue to be associated and authenti­
cated, but the access point rejects any new authentication. Key 
refreshment messages are received at time. 

The hostAP access point survived to this attack, and authenticated clients are 
not rejected. Further, their refreshment keys arrive at time, so there is no risk 
concerning any cryptographic attack. These results demonstrate the resistance 
of the W-Kerberos architecture based on the HostAP module to DoS attacks. 

7. CONCLUSIONS AND FURTHER WORKS 

In this paper, we have presented a Kerberos-based authentication architec­
ture for Wi-Fi networks. Furthermore, we have evaluated this architecture on 
the basis of the IEEE 802.11 threat model. Experimentations have shown that 
key refreshment is a mean thwarting some cryptographic attacks, and that mu­
tual authentication and protecting the authentication results guarantees a pre­
vention against Man In the Middle attacks. Finally, W-Kerberos has been ro­
bust enough to resist to Denial of Service attacks. 

The specified architecture provides then an effective means of protecting 
the network from unauthorized users and rogue access points, making then the 
possibility to steal valuable information ruled out, due to the fact that Ker-
beros provides mutual authentication. Moreover, this architecture is highly 
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customizable, allowing the use of different encryption mechanisms and main­
taining thus ability to plug-in different cryptographic algorithms. 

The Ticket concept existing in the W-Kerberos protocol is well adapted to 
mobility needs within an IEEE 802.11 environment. Future works will expand 
this work considering the exploitation of proactive key distribution to specify 
a fast and secure handover, performance evaluation in different scenarios and 
especially handover overhead, and public key cryptography extension. 

NOTES 

1. For more details on key generation, see6 
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Abstract: Location and presence information will provide considerable value to informa­
tion and communication services. Nevertheless, the users are still concerned 
about revealing their position data especially to un-trusted third party applica­
tions. Furthermore, legal restrictions are effective in most countries that regu­
late processing of personal data and the protection of privacy in electronic 
communications. In this paper we propose a novel privacy enhancement solu­
tion (PRIVES) which is targeted for location and presence services in the 3G 
service architecture and uses cryptographic techniques well suited to run in 
small devices with little computing and power resources. Once a user is 
granted the permission to localize another user, the location server generates a 
key used to create pseudonyms that are specific for the localized user. Passed 
from the watcher to the location server via the application, these pseudonyms 
identify both the watcher and the desired localized user at the location server, 
but are opaque to the application. The paper presents architecture and proto­
cols of the proposed solution and discusses the performance increase in com­
parison with current implementations. 

Key words: location privacy, pseudonyms, 3rd party applications, HMAC, Parlay-X web 
service, hash value, hash chain, one-time password, presence. 

1. INTRODUCTION 

The current next-generation service architecture enables the establish­
ment of a new class of service providers and independent software vendors 
that design innovative services accessing the networks through open and 
standardized interfaces and protocols such as OSA/Parlay, or SIP/SIMPLE. 
A key factor for these services to be successful is their personalization, i.e. 
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the ability to take into account user's preferences, presence, location, etc. The 
existence of 3 rd party service providers that are less trusted than the network 
operator on one side and the personalization need on the other side have lead 
to increasing privacy concerns and motivated us to perform research on effi­
cient methods to protect user data. 

Furthermore, the processing of personal data and the protection of pri­
vacy is regulated by law in most countries. The EU directive on privacy and 
electronic communications x mentions location data explicitly and estab­
lishes the following rules: 
• Providers should minimize the processing of personal data and use 

anonymous or pseudonymous data where possible. 
• Location data is listed as traffic data. Traffic data means any data proc­

essed for the purpose of the conveyance of a communication on an elec­
tronic communications network or for the billing thereof. 

• Location data in the sense of traffic data means any data processed in an 
electronic communications network, indicating the geographic position of 
the terminal equipment of a user of a publicly available electronic com­
munications service and may refer to the latitude, longitude and altitude 
of the user's terminal equipment, to the direction of travel, to the level of 
accuracy of the location information, to the identification of the network 
cell in which the terminal equipment is located at a certain point in time 
and to the time the location information was recorded. Location data 
other than traffic data is regulated to the same extent as traffic data. 

• For the provision of value added services, the provider of a publicly 
available electronic communications service may process traffic data to 
the extent and for the duration necessary for such services, if the sub­
scriber or user to whom the data relates has given his/her consent. Users 
or subscribers shall be given the possibility to withdraw their consent for 
the processing of traffic data at any time. The service provider must in­
form the users or subscribers, prior to obtaining their consent, of the type 
of location data which will be processed, of the purposes and duration of 
the processing and whether the data will be transmitted to a third party 
for the purpose of providing the value added service. 

• Where consent of the users or subscribers has been obtained for the proc­
essing of location data, the user or subscriber must continue to have the 
possibility, using a simple means and free of charge, of temporarily re­
fusing the processing of such data for each connection to the network or 
for each transmission of a communication. 

• Location data may only be processed when it is made anonymous, or 
with the consent of the users or subscribers to the extent and for the dura­
tion necessary for the provision of a value added service. 
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Privacy requirements are also influenced by the type of the localizing ap­
plication. We categorize localizing applications in 'Pull', 'Push' and 'Track­
ing', depending on the relationship between the localizing user, called 
'watcher', and the user to be localized, called 'presentity'. These applica­
tions have in common, that the localization process is usually executed by 
some kind of middleware component, that may not be part of the trusted 
network provider's domain, but is operated by a 3rd party service or content 
provider. In general there is a relationship triangle between watcher, applica­
tion and presentity (see Fig. 1). 

Privacy enhancement technologies (PET) address four basic ISO re­
quirements 2: anonymity, pseudonymity, unlinkability and unobservability 
that are subject of a number of research projects dealing with address pri­
vacy, location privacy, service access privacy or authentication privacy3. 

In this paper we study the location privacy, an issue that arises today in 
all 2G and 3G mobile networks that start to offer location based services. 
Terminal (and user) localization is done either by the user himself, equipped 
with a GPS receiver or, in most cases by the network, using the signal 
strength of a few neighboring cells listening to the terminal. The location 
information (expressed for example in geographical coordinates) can be used 
by the localized user (push/pull applications) for example to direct a call to 
the nearest pharmacy or taxi, or by another user (tracking applications) who 
may run an application that schedules a service team. In either scenario there 
is an application or service that processes location data and that is owned by 
some third party commercial organization. 

Any proposed schemes to improve privacy in mobile networks clearly 
have strong interoperability and standardization aspects, as they have to be 
approved by 3GPP or IETF. The IETF "Geographic Location/Privacy (geo-
priv)" Working Group has defined location privacy requirements 4 in which 
a Location Object (LO) plays the main role: it contains the location informa­
tion to be transmitted from the Location Server entity (a part of the network 
operator) to the location requestor (watcher) as well as access rules for dif­
ferent users and is itself cryptographically protected. While this proposal is 
general and powerful, it implies that a large data amount has to be transmit­
ted and requires from the watcher a lot of processing power. 
As the first GSM and UMTS networks start to offer location based services, 
the 3 GPP has tried to improve privacy by tightening the access control of 
users and applications on location information. Thus, in a privacy enhance­
ment specification for UMTS Release 6 5, a complete authorization relation­
ship between three entities: requestor (watcher), application and presentity 
has to be defined in the Telecom Server in order to allow access to location 
information. 
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Figure 1. Architecture overview 

The responsibility of the Telecom Server in Fig. 1 is to check the access 
rights of watcher and application (also for non-repudiation and monitoring 
reasons) and leads to complex processing, very large database tables and a 
tight coupling of all participating entities. The protection of the presentity 
identity is handled vaguely by proposing the use of aliases. 
To overcome this situation, the approach described by Hauser et al.6 can be 
used. It is based on pseudonyms which are exchanged between the watcher 
and the telecom service in order to make it impossible for 3rd party services 
to track the location of a certain presentity, store the location history or ag­
gregate information from several services and create a profile. The difficulty 
in applying these schemes in practice arises from the use of public key infra­
structures for signature, encryption and decryption processes which are 
computationally too expensive to be executed on today's mobile terminals. 
These considerations have motivated us to propose a more efficient Privacy 
Enhancement Scheme (PRIVES)1 to be used with the architecture in Fig. 1 to 
protect the identity of localized users. 

The rest of the paper is organized as follows: section 2 describes the ar­
chitecture and the generic interactions between watcher, presentity, Telecom 
Server and application. Section 3 describes the mechanism used to generate 
pseudonyms at the watcher and at the Telecom Server. Section 4 gives pre­
liminary implementation and performance results and section 5 concludes 

1 Verfahren zum Unwandeln von Target-Ortsinformation in Mehrwertinformation, pending 
Patent Nr.: A 363/2004 
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with future extensions and applicability of the proposed scheme in other sce­
narios. 

2. SERVICE INTERACTIONS 

In this section we describe shortly the service interactions between the 
system entities in Fig. 1: watcher, presentity, telecom server and 3rd party 
application. Basically, the watcher starts by establishing a trust relation with 
the presentity using a subscription/notify message pattern. We assume that 
the presentity accepts a subscription to his/her location information only, if 
the watcher is known and trusted. Alternatively, rules may be predefined and 
stored in form of policies in the Telecom Server. Both approaches can be 
combined with a group management system. 

Subscription/acceptance messages precede authentication of the users to 
the Telecom Server. Other messages are needed to query the status of sub­
scriptions, which are stored and forwarded when the users go online: 
• getBuddies () returns the list of subscribed and accepted presentities 
• getPendingWatchers () returns the list of watchers waiting an accept 

message for that presentity 
• g e t P e n d i n g S u b s c r i p t i o n s () returns the list of presentities that did 

not send an accept so far. 
Returning to the general operation in Fig. 1, the accept message is medi­

ated by the server which calculates a "root" value r and sends it to the 
watcher (step 3). The root is the initial value of a chain of one-time pass­
words (pseudonyms, tokens) that are subsequently sent in localization re­
quests to the 3rd party application. These pseudonyms are used to identify the 
presentity in the (standardized) API methods between the 3rd party applica­
tion and the Telecom Server (see Fig. 1, step 5). The pseudonyms sent by the 
application to the Telecom Server are used to authenticate and authorize the 
localization request and to retrieve the real user identity. The Telecom 
Server then retrieves presence or location information of the presentity and 
returns this data to the application. 

3. USE OF HASH VALUES FOR AUTHENTICATION 
AND AUTHORIZATION 

In order to reduce the calculation complexity on the watchers's and the 
presentity's device, we propose PRIVES, a scheme which authenticates and 
authorizes the watcher on the basis of hash values. 
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A hash value is the result of a hash function H which is a one-way func­
tion that it is easy to compute but computationally infeasible to invert. A 
hash function y = H(x) is defined as a function for which the effort of com­
puting x, given the output y consisting of n bit, is 2""1. Hash functions are 
also required to be collision resistant, that means, finding two different in­
puts x and x' such that H(x) = H(x') requires an effort of T11. The most 
commonly used hash functions are MD5 7 by Ronald Rivest and SHA-1 8 by 
NIST. 

For repeated interactions such as requesting location information periodi­
cally, we use hash values that are calculated from the previous hash value. 
The idea to use hash values for authentication which are based on a chain of 
computations of hash values was first published by Lamport9. Starting with 
the shared secret the first computed hash value is used as input for the calcu­
lation of the next hash value and so on. After the client received n (number 
of hashes to compute) it calculates the n-1 hash value ( hn_1 ) on the basis of 
the shared secret and sends it back to the server. The server calculates the 
next hash value of this received one ( h(hn_!) ) and compares it with the nth 

computed hash value computed on the basis of the shared secret ( 
hn(shared_secret) ). Equality of these values proves that the client owns the 
right shared secret. Now, the server decrements the value of n by one and 
stores this value. The next time the client authenticates, the server receives 
the hash value hn" (see Fig. 2). 

/ ~ \ -/ Watcher \L 

3. accept(r) 
3a. sendAnchor(po) 

\y-T). ^~~~^ 
> 

7. result 

1 
B Pn 

Pn-1 

P1 

Po 

3rd party 
application/service 

= H(rAB , seed) 

= H(pn) 

= H(p2) 

= H(pi ) 

5. getLocation(pn) 

> 
6. location 

Telecom 
Server 

I 
A, B Po 

P1 

Pn-1 

Pn 

S. locate / 

*\ 

= H(pi) 

= H(p2) 

= H(pn) 

Presentity \ 

Figure 2: System Architecture based on Lamports Hash chains 
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The strength of security is reached because of the fundamental one-way 
property of hash values. The problem with a hash chain is that it has to be 
used in the reverse direction, i.e. first the nth value, then the n-1 value, etc., 
implying that n-values have to be generated first - a complex operation in 
small devices. 

The One-Time Password (OTP) System 10 is similar to the solution of 
Lamport. Although both guarantee a high level of security, they fail in prac­
tical implementations because OTPs have to be used in reverse order of their 
creation, that is the ith OTP pA is the (n-i)111 value of the hash chain which is 
not feasible on mobile devices as our measurement results clearly show. 

This means that all OTPs could be computed at once and stored in the 
user's terminal, which is probably infeasible in mobile devices that usually 
have only a very restricted amount of memory available. 

Alternatively the OTP could be computed on demand from the root r, 
meaning that for every OTP the hash chain has to be partially rebuilt. On 
demand computation of the OTP pA requires n-i applications of the hash 
function with the result that for using all OTPs of a hash chain of length n, a 
mobile device would have to compute hashes n*(n+l)/2 times. The computa­
tional effort of calculating one OTP has the order O(n) and the on demand 
calculation of all OTPs of a hash chain of length n increases with the order 
0(n2), which also restricts the applicability on mobile device platforms. 

We use in PRIVES the keyed hash scheme called HMAC n that over­
comes the computational problems of the former schemes and still guaran­
tees high security without the need of computation of a large number of hash 
values in advance. HMAC is based on MD5 or SHA-1 and allows us to cre­
ate a hash value from a previous one, using in addition the password as a 
secret key shared between the watcher and the Telecom Server. 

3.1 Hash-chain generation and initialization 

The only information watcher A needs is the root rAB, which is a random 
number initially created by the Telecom Server after a successful subscrip­
tion. All messages are synchronous (request - response), so that watchers 
have to refresh periodically the subscription status. As shown in Fig. 3, the 
hash values are created in parallel by the watcher and the Telecom Server 
from the previous value hn_i and watcher's password by applying the HMAC 
function. 
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Figure 3. Creation of chained hash values based on HMAC 

After subscription, the watcher sends the first hash value as argument of 
a location request to the 3rd party application. The request is forwarded via 
the standardized interface to the Telecom Server where the real identity of 
the presentity and its location is determined. 

The Telecom Server maintains a hashed access control list, such that ex­
actly one access to a database table is required to resolve authorization 
rights, whereas an implementation based on standard procedures would have 
to first fetch the presentity data from a user table and then to look up the 
watcher (and/or application) in an 'authorized watcher' table and to check 
the allowed operations. Thus, the performance gain for the access control 
look-up is at least a factor of 2. 

Finally, if authorizations have to be revoked, the Telecom Server has just 
to delete the stored hash value from the access control list, leading to a new 
subscription at the watcher by the time the next localization requests arrives. 

3.2 Protocol error handling 

The correct operation of PRIVES relies on the synchronization of hash 
value creation at watcher and server side. However, in case of erroneous 
transmission channel, unexpected crashes of client applications due to loss of 
battery power, synchronization is lost. 

Therefore, each hash value has to be stored persistently on the user's de­
vice after a location request. Each time the application starts, the stored hash 
value and the user's password are used for calculation of subsequent hash 
values. 
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If for any reason the Telecom Server cannot process a received hash 
value, it returns coordinates (0, 0) as result, which indicates an error. To re­
cover from the error, the client sends a new s u b s c r i b e message for the 
respective presentity. Since the watcher subscribed this presentity already, 
the server computes and issues a new root which reinitializes the hash values 
and allows the watcher to request the position again. 

The use of hash values in PRIVES increases also the efficiency of the 
Telecom Server that in normal case has to check if the watcher, and the 3rd 

party application are authorized to locate the presentity . 

4. PROTOTYPE REALIZATION 

In order to validate the architecture and measure the performance of the 
system, we implemented in the lab a "Telecom Server" that obtains real loca­
tion information from a Parlay-X location service. Thus, several mobile 
phones (the presentities) can be localized. The watchers are currently im­
plemented on a J2ME Personal Profile 1.0 12 platform. A simple application 
is being currently implemented for demonstration purposes: it tracks the user 
and calculates periodically the distance between successive retrieved loca­
tions of that user. The scenario is a bit more complex than that described in 
Fig. 3: it starts with the watcher (which is identical with the presentity in this 
case) sending the application one single startRoute() request with the pseu­
donym as parameter. The application requests from the Telecom Server to be 
notified with the new position of the user every T minutes (using the pseu­
donym as parameter). This architecture has the advantage that the applica­
tion can communicate much more efficiently with the Telecom Server than 
the wireless client and it relieves the client from transmitting a high amount 
of data. When the terminal leaves a certain geographical area, the total (di­
rect) distance is summed up, the user is notified and the service session ter­
minates. 

4.1 Performance and security considerations 

The performance gain is determined by the following operations: 
• Hash value calculation at watcher and server 
• Checking a certain hash-value at the server 

One reason for using hash techniques is their computational efficiency 
that makes them suitable for today's wide spread mobile devices. Our per­
formance measurements were undertaken for MD5, SHA-1, MD5/HMAC 
and SHA-1 /HMAC, carried out on a mobile emulator of the J2ME Wireless 
Toolkit 2.0 with preset VM speed emulation of 100 byte codes/millisecond. 
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All results in Table 1 and Table 2 are mean values based upon calculation of 
100 hash values. Our performance analysis first concentrated on an imple­
mentation of the OTP (one time password) System designed to allow only up 
to n=10 authentications before the system needs to be reinitialized. This 
would require n*(n+l)/2=55 hash value calculations (see Table 1). 

Table 1. Mean time in ms for single hash value calculations 
function 
MD5 
SHA-1 
MD5/HMAC 
SHA-1/HMAC 

mean time 
51ms 
139ms 
164.1ms (0.164sec) 
448ms (0.448sec) 

To keep computing effort low, n has to be small which however results in 
frequent re-initializations. From Table 2 we see that an implementation 
based on chained hash calculations as it is done in the OTP System is not 
feasible on mobile devices with low processing power. 

The calculations based on MD5/HMAC and SHA-1/HMAC take longer 
than those based on corresponding MD5 and SHA-1, but since the hash 
value can be safely calculated from a previous one (n=l), the HMAC proce­
dure is fast enough for our purposes. 

Table 2. One-Time Password scheme and expected mean time needed for calculation 
function Total computation time for 10 Total computation time for 100 au-

authentications thentications 
MD5 2190ms (2.19sec) 205003ms (~3.4min) 
SHA-1 6677ms (6.677sec) 701950ms (-11.7min) 

Our performance analysis first concentrated on an implementation of the 
hash chain scheme that calculates OTPs in reverse order. The implementa­
tion does not store the calculated hash values, but has to partially rebuild the 
hash chain for each authentication. Storing n 128 bit (MD5) or 160 bit 
(SHA-1) values for each buddy requires a memory amount that may not be 
available on every today's mobile devices. A preset hash chain length of 
n=10 allows 10 authentications before re-initialization. The first authentica­
tion requires the computation of 10 hash values, the next 9 and so on. This 
means that the largest delay for getting the hash chain is determined by the 
first authentication and grows linearly with n. 

To keep computing effort low and authentication delays acceptable, n has 
to be small which however results in frequent re-initializations. Our calcula­
tions show that an implementation based on reverse chained hash calcula­
tions (without storing the hash chain) is not feasible on mobile devices with 
low processing power. 
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The time needed to calculate a hash value based on MD5/HMAC and 
SHA-1/HMAC takes longer than with MD5 and SHA-1 (see Table 1). But 
since only one HMAC value has to be calculated per authentication and each 
hash value can be safely calculated from a previous one (n=l), HMAC is 
better suited. We also see from Table 1 that the HMAC calculation takes 
about three times longer than the underlying hash function. This means that 
for n=4 the HMAC scheme is already faster than the reverse order scheme. 

From a security point of view HMAC is secure enough given the (not so 
high) sensitivity of the data. If higher secrecy of data is required, SHA-
1/HMAC should be preferred over MD5/HMAC, since collisions in com­
pressing functions of MD5 have already been found 12. In case processing 
power is critical, MD5/HMAC will be the better choice because it is com­
puted approximately three times as fast as SHA-1/HMAC. 

In general, it is not possible for an intruder to calculate easily hash values 
by eavesdropping the previous HMAC hash value. Examinations on HMAC 
in n show that finding a collision (guessing the input values that result in the 
same hash value) for hash values of 1 =128 bit length would require 21/2 mes­
sages for each given key. It can be assumed that this is improbable to occur. 
As n further states, using the same password an attack would require ap­
proximately 250.000 years. 

5. CONCLUSIONS AND FURTHER RESEARCH 

In this work we propose PRIVES, a scheme that allows a third party ap­
plication to receive and process user location information from a network 
operator without being able to identify the localized user. Monitoring users, 
building of location profiles or aggregation across different applications be­
comes impossible, a fact that would increase the user acceptance for location 
based services. Since the presentity grants the watcher the access to location 
information no additional security responsibility has to be taken by the LBS 
to check the authorization of the watcher. Furthermore, PRIVES retrieves 
data tuples from access control lists in an efficient way. 

As further research directions, we will investigate, whether PRIVES can 
be extended to other location operations, such as triggered location or peri­
odical notifications, or to other privacy relevant services, like presence. 
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Abstract: The complexity of factors to consider makes increasingly difficult the design 
of network security policies. Network security management is by nature a 
distributed function supplied by the coordination of a variety of devices with 
different capabilities. Formal evaluation techniques should be used to ensure 
that correct security network strategy are enforced. In this paper, we propose a 
new formal tool which allows to describe a given network security strategy, a 
network topology and the security goals required. The tool includes an 
evaluation method that checks some security properties and provides 
information to refine the strategy used. We introduce an example of VPN 
architecture which validates our approach. 

Key words: Policy, Network Security, Security Management, Security Evaluation 

1. INTRODUCTION 

Basically, the security of distributed applications is supported by a set of 
network security services which are implemented by means of security 
mechanisms. The security administrator should determine the security 
services to use and the security mechanisms configurations to apply. End to 
end security (e.g. SSL based solution) is often used, but it leads to conceal 
the underlying network. If such solutions can provide confidentiality, 
integrity, non repudation and authenticity properties, it is not suitable 
regarding the availability, anonymity property (e.g. deny of service, non 
accessibility) or regarding networks characteristics (throughput, flow 
control...). Then the design, the operation, and the maintenance of these 
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network configurations constitute an important part of the security 
management task. 

Network management is by nature a distributed function supplying the 
coordination of a variety of devices with different capabilities (PC, firewall, 
secure gateways, routers, etc.). Once deployed, network security often 
become unmanageable over time since more rules are added and there is a 
real difficulty in retrieving, managing and getting rid of old unnecessary 
rules. 

The first category of security management problems is the security 
mechanisms inconsistency. It can be divided into two sub-groups: the atomic 
security mechanisms inconsistency and the distributed security mechanisms 
inconsistency. The atomic inconsistency problem considers that two or more 
configuration rules on the same device can be incompatible. For example, 
one rule states that data flows with the source IP addresses in the range 
10.0.0.0 can pass through the firewall and another rule on the same firewall 
states that the data flow with the source IP address 10.20.30.4 is denied. 
Several techniques1 can be used to solve it, for example: 

• Denials take precedence : negative authorizations take precedence, 
• Most specific take precedence : the authorization that is most specific 

w.r.t. a partial order wins, 
• Positional: the priority of the authorization depends on which they 

appear in the authorization list, 
• Priority level : each authorization is assigned with a priority level, the 

authorization with the highest priority wins, 
• Etc. 

The distributed inconsistency concerns incompatible rules mapped on 
different devices. Thus, the administrator should pay a special attention to all 
dependency relations between rules present on different devices. For 
instance, an IPsec tunnel is correctly configured between two VPN gateways 
and a firewall between them blocks their IPsec data flows. Some works 
provide a partial solution considering only one kind of device, for example 
firewalls2"4, IPsec gateways5 or filtering IPsec gateways6. 

Nevertheless, security mechanisms consistency does not imply that the 
security objectives are achieved (i.e. the administrator has chosen the good 
security services). The latest management paradigms7"9 aim to automate the 
management tasks. In this context, policy based management approach7'10'11 

considers abstract security policies that can represented at different levels12'13 

ranging from the business goals to the devices-specific configurations. The 
process that transforms a definite goal into the corresponding configurations 
is called derivation process14. Thus, it tries to define the relation between the 
objectives and mechanisms configuration. 
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As there is no formal and automatic evaluation method of the couple 
services/mechanisms against the objectives yet, we are working on the 
definition of a general framework for the specification and the evaluation of 
network security mechanisms/services against network security goals. In our 
approach we have defined a language that allows the expression of the 
network security objectives, the network security services and the network 
security mechanisms with their configuration. Moreover, it brings the ability 
to specify the network topology because the efficiency of the security 
mechanisms depends on. It also includes a formal evaluation process. 

This article only presents our specification language, its expressiveness 
and our evaluation tool. The formal definition of the language and the formal 
evaluation process is presented by Laborde et al15. Section 2 exposes our 
way of defining the network security objectives. In section 3, we define our 
network model and our specification language and briefly comment the 
evaluation process. In section 4, we present our tool that automates the 
evaluation task by a simplistic example. Finally, in section 5, we conclude 
and introduce our plans for future works. 

2. DEFINITION OF NETWORK SECURITY 
OBJECTIVES 

Traditionally, the network security officer addresses security problems 
using an emperical approach where each problem is considered one after the 
other. Such a point of view does not permit to determine correct security 
objectives because they are not integrated in a global security management 
process. Management models, like the TMN16 one, show clearly that 
networks provide services to applications. So, the requirements of the 
applications constitute the network objectives. Thus, in this section, we 
formalize this dependency in the security context. 

2.1 The relationship between an application security 
policy and a network security policy 

When a user accesses a service, a set of data flow is exchanged between 
the device from which the user launches the service and the devices 
supporting the service execution (fig. 1). So, a relation between a network 
security policy and an application security policy can be distinguished. For 
example, if the application security policy states that user "ui" can read 
object "oi"- noted (ub Oi, +read), then it implies that a corresponding data 
flow flow(oly+read) between the device of user "ui" and the device of "oi" 
can exists on the network. Consequently, the associated network security 
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policy must allows the data flows flow(o})+read) between these two devices 
- noted (device^) <-> device(oi), +flow(oi, read)). Conversely, if the 
application security policy states that user u2 cannot read object o2 noted 
(u2, o2, - read), there no flow flow (o2, read) between the devices of u2 and o2. 
Therefore, the network security policy must forbid flow(o2, read) between 
the devices of u2 and o2, i.e., (device(u2) «-» device(o2), - flow(o2, read)). We 
thus obtain the derivation relation noted "=>d" as VueUSERS, 
V o e OBJECTS, V a e ACTIONS, (u, o, ±a) =>d 

(device(u) <-» device(o), ± flow(o, a)). 

Application Security 
Policy 

Rolejijeraiphy 

©< U s e r — • / " Role „ 
Assigneirent V J Asagneirent 

Network Security 
Policy 

Computer Server 

Figure 1. Security policy derivation 
Figure 2. The NIST RBAC Model 

2.2 The NIST RBAC Model 

Access control is the process of mediating every request to resources and 
data maintained by a system and determining whether the request should be 
granted or denied. Access control models1 provide a formal representation of 
the access control security policy and its working. The formalization allows 
the proof of properties1'17"20 on the security provided by the access control 
system being designed. 

Among the access control models, we have chosen the NIST RBAC 
model17 because it simplifies the management tasks. Actually, the role 
concept allows aggregating the users' permissions and then it facilitates the 
users' rights modifications made by an administrator. Moreover, the 
hierarchies between roles represent a good tool for modeling an organization 
according to different points of view. 

The NIST group proposes the standardization of the RBAC model. It is 
made up of two sub-models: the core model and the hierarchical model 
(fig-2). 
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The core model includes five sets of basic data elements: 
• A user is an active entity, i.e., human or intelligent agent. 
• A role is a job function within the context of an organization with some 

associated semantic regarding the authority and responsibility on the user 
assigned to the role. We can notice that the definition is very vague. 

• A permission is an approval to perform an operation on one or more 
protected objects. 

• An operation is an executable image of a program, which upon 
invocation executes some function on behalf of the user. 

• An object is an entity that contains or receives information. 
Finally, a set of roles is assigned to a user, and a set of permissions is 
assigned to a role. A session is a mapping of one user to a set of authorized 
roles. 

The hierarchical model adds relations for supporting role hierarchies. 
There exist different approaches for constructing a role hierarchy: based on 

oc\ o i oo 

privileges or based on users' job functions ' . 

2.3 Towards an "RBAC network security policy" 

Users are considered in an RBAC system by their assigned role. 
Consequently, the derivation relation becomes: V r e ROLES, 
Voie OBJECTS, V opj e OPERATIONS, VueUSERS, Vu'eUSERS • 
(r, {(opj, Oj)}) A Assigned(u,r) A -iAssigned(u',r) =>d (device(u) <-> 
device(Oi), +flow(Oi, opj)) A (device(u') <f-> device(oO, - flow(Oi, opj)). 

Thereafter, we consider that there is no hierarchy and that roles have 
disjoint privileges (if this is not the case then we may create a partition of 
this set): such a constraint will help us to group data flows based on the 
permissions assigned to one role and then identifying them by the role. 
Afterward, we note by the name of the role the set of flows corresponding to 
the permissions assigned to the role. 

According to these definitions, we present our language which is able to 
express the network security objectives, i.e. the RBAC information, the 
network security mechanisms and the network topology. 
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3. NETWORK ARCHITECTURE MODEL AND 
NETWORK SECURITY SPECIFICATION 

Each communication generates data flows between a source and a 
destination system. Our approach consider that the applicable treatments on 
data flow can be brought together into four basic functionalities. Devices are 
modeled while interconnecting these basic functionalities: 
• Mechanisms that consume/produce data flows such as the end-systems, 
• Mechanisms that propagate data flows such as physical supports and 

associated devices, 
• Mechanisms that transform data flows into another one such as the 

security protocols, 
• Mechanisms that filter data flows such as the firewall ones. 

In our model (fig. 3), there are a set of active entities and a set of passive 
entities, and a set of functionalities (end-flow, channel, transform and filter) 
which act on information flows. An active entity corresponds to a user in the 
RBAC model, and a passive entity is a set of objects in the RBAC model. 

User A User B 

Access Control Rules -oq 
o o 

K 

I 
h* 

1 

c 
Network Infrastructure 

-\v 

K J 
t 

-fH, 1 

: End Flow Functionality H r^ : Filter Functionality 

: Channel Functionality _^v : Transform Functionality Y \ J : Passive Entity 

Figure 3. The network security and topology model 

3.1 Definition of the functionalities 

L<^ =#>< 

= [ 

> Data Flow 

Fu„c 

Funct2 

V 
Channel 

v Funct3 

Figure 4. End-flow functionality Figure 5. Channel functionality 
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\m 
Data Flows associated to role R2 
Data Flows associated to role R1 untransformed 
Data Flows associated to role R1 transformed 

Figure 6. Transform functionality 

Functl 111 

EF (AEF.R1) 

* — -
Funct2 

-+- untransformed Data Flows with role R1 sent by an AEF 

- • Others Data Flows 

Figure 7. Filter functionality 

We have modeled data flows and all basic functionalities using Colored 
Petri Nets. The formal definition is given in Laborde et al15. We just present 
here a non formal definition of each functionality: 

The end-flow functionality. 
An end-flow (EF) is a functionality that is specific to end-systems, i.e., 

data and application servers as well as the workstations. It constitutes the 
link between the application level security model, i.e. RBAC, and our 
network model. Hence, we consider two types of end-flow functionalities: 
• Active End Flow functionality (AEF): An EF is said active if any active 

entity is connected to this EF. 
• Passive End Flow functionality (PEF): An EF is said passive if any 

passive entity is connected to this EF. 
We append a list of roles to each EF for indicating the flows that the EF 

can produce. The list corresponds to the set of roles assigned to the user 
representing the connected active entity for an AEF. In the case of a PEF, it 
is the set of roles assigned to the permissions that concern an object of the 
connected passive entity. When the users launch their authorized services, it 
implies a communication between all the AEF and the PEF with the same 
role (fig. 4). The flow produced by an AEF (resp. PEF) with role R is noted 
(AEF,R,EF) (resp. (PEF,R,EF)). It allows the expression of the network 
security objectives. 

The channel functionality. 
The channel functionality models the physical network. It receives the 

flow from one of the connected functionalities and retransmits it to all the 
others connected functionalities (fig. 5). 

The transform functionality. 
The transform functionality receives a data flow (ex: (AEF,R,EF)) from 

one of its two interfaces, according to transformation rules represented by a 
list of roles which identifies the data flows that must be transformed, and 
sends to the other interface the same data flow or the data flow transformed 
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represented by the parameter TR (ex: (AEF,R,TR)) (fig. 6). This new flow 
has the confidentiality, integrity and authenticity properties. 

The filter functionality. 
The filter functionality (fig. 7) stops or forwards a data flow. We find this 

functionality in firewalls, Application Level Gateways or filtering routers. We 
restrict it to only connect two functionalities. The filtering rules explicitly 
express the permitted flows between its two interfaces; if they are preceded 
by "EF" they come untransformed from an end-flow functionality, else if 
they are preceded by "TR" then they have been modified by a transform 
functionality. 

3.2 Security analysis 

The CPN model associated to each specification produces a reachability 
graph. It is analyzed with the set of security properties described here after. 
The formal properties definitions, the analysis process, its applicability in 
complex studies are given in Laborde et al15. 

Property of confidentiality. 
Basically, the property of confidentiality limits protects the data from 

unauthorized disclosure. Thus, in our model, it prohibits an end-flow 
functionality from receiving at any time a untransformed data flow with any 
unassigned role. 

Property of integrity. 
Classically, the property of integrity prohibits non granted entities from 

any creation, modification or destruction of objects. Then, in our model, this 
property lay down that an end-flow functionality can only generates data 
flows with its assigned roles. 

Property of availability. 
This property stipulates that all the granted services must be available to 

all the authorized entities. In the network environment, the data flows 
corresponding to this must be able to travel between both devices. 
Consequently, its translation in our model is all active (resp. passive) end-
flow functionalities must be able to consume all the data flows with an 
assigned role sent by every passive (resp. active) end-flow functionalities. 

As we intend to address devices configurations, we complete these 
classical security properties with new ones: 

Property of partitioning. 
It is used to limit to the propagation of data flows. It declares that a data 

flow can only pass a filter functionality if it is situated between the data flow 
source and a possible correct destination. 
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Non productive filtering rule. 
It is used to eliminate unnecessary filtering rules. Let f, a filter 

functionality connected to the functionalities fcti and fct2. We say that the 
filtering rule which let pass a data flow from fcti to fct2 is non productive if 
this flow never try to pass through the filter functionality. 

Non productive transform rule. 
This one is used to eliminate unnecessary transform rules. A transform 

rule tf that transforms the data flows with the role "r" from fcti to fct2 is non 
productive, if any flow with the role "r" pass through the transform 
functionality in the direction fcti to fct2 at any time. 

Figure 8. Architecture and graphical specification of our VPN example 

4. A NETWORK SECURITY POLICY EVALUATION 
EXAMPLE 

Like in traditional enterprise network, this example considers an edge 
router interconnecting a private network and a DMZ. An "App_Server" 
server and an FTP server are respectively installed in the private network 
and in the DMZ (fig. 8). The application level security policy is a RBAC 
one, without hierarchy, where two user groups "VPNmembers" and "Others" 
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are defined. This organization is only based on the granted privileges. The 
"App_Server" server is dedicated only to the services usable by the 
VPNmembers group. The FTP_Server has two directories: /confidential and 
/pub. The directory "confidential" contains data only accessible to the 
VPNmembers users group. Data of the "pub" directory is accessible to 
everyone. User1? User2, User3 and User4 belong to VPNmembers and Others 
groups. User5 is only member of the Others group. 
The application level security policy can be expressed as: 

Permissions(VPNmembers) = {(+all_access, FTP_Server/confidential), 
(+all_access, App_Server)} 

Permissions(Others) = {(+all_access, FTP_Server/pub)} 

Figure 8 shows the network topology specification and the network level 
security policy implemented in our language. The filtering rules associated 
with the filter functionalities of our example are: 
• Rulel = EF (AEF, Others) (AEF, VPNmembers) 
• Rule2 = EF (PEF, Others) 
• Rule3 = EF (PEF, Others), (PEF, VPNmembers), (AEF, VPNmembers) 
• Rule4 = EF (AEF, Others), (AEF, VPNmembers) 
• Rule5 = EF (PEF, Others) (AEF, Others) 

TR (PEF, VPNmembers) 
• Rule6 = EF (AEF, Others) 

TR (AEF, VPNmembers) 
We have developed using Java programming language a tool that 

automates the evaluation task. It takes as an input a specification file. First, it 
analyzes the syntax. If the syntax is correct, it generates the equivalent CPN 
and checks all the properties. Finally, it produces as a result a file (fig. 9) 
that deals with if the properties are satisfied or not. If a property is not 
satisfied, the reason is explained. 

In our example, the tool indicates (fig. 9) that the property of 
confidentiality is satisfied and there is no non productive transform rule. 
Nevertheless, the availability is not satisfied because ef2 cannot receive any 
flow with the role VPNmembers from ef5, efi cannot receive any flow with 
the role VPNmembers from ef3 and ef5 cannot receive any flow with the role 
VPNmembers from ef2. The partitioning properties is not satisfied on 
account of the rule EF (AEF,Others) from tfx to Internet in the filter 
functionality f3. And finally, the filtering rule EF (AEF, VPNmembers) from 
dmz to edge_router in the filter functionality f2 is non productive. To resume, 
this specification is not secure. 
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Property of Confidentiality : 

ef5 : OK 

ef4 : OK 

ef1 : OK 

=> The property of confidentiality is satisfied 

Property of Availability: 

ef5: 

no flow with the role vpn-members from ef2 

ef4 : OK 

ef1 : 

no flow with the role vpn-members from ef3 

ef3 : OK 

ef2: 

no flow with the role vpn-members from ef5 

=> The property of availability is not satisfied 

Partitioning Property: 

f 3 : 

Rule 1 -> 2 : 

[ EF (AEF .others) ] 

Rule 2 -> 1 : OK 

Figure 9. Evaluation result file 

5. CONCLUSION 

The work presented here combine different levels of policy abstraction 
and security analysis coming from new management approaches and the 
formal modeling and evaluation techniques. The quiet simple language that 
we have proposed allows to formally evaluate the network security policy, 
while using the underlying CPN powerful. 

At present, we are testing our approach through different case studies to 
enhance our method. We are focussing on validating the real configurations 
on devices. As our tool is independent from the security technologies 
implemented on the devices, it confines itself to only validate security 
mechanisms constraints. The next usefull step is to bridge this gap thanks to 
the Common Information Model23 defined by the DMTF task force to 
harmonize the management systems. Hence, we could interconnect our work 
with management platforms. 

f 2 : 
Rule 1 -> 2 : OK 
Rule 2 -> 1 : OK 

f1 : 
Rule 1 -> 2 : OK 
Rule 2 -> 1 : OK 

=> There is one or more partitioning problem 

Non Productive Transform Rules : 

tf2: 
rules 1 -> 2 : OK 
rules 2 -> 1 : OK 

tf1 : 
rules 1 -> 2 : OK 
rules 2 -> 1 : OK 

=> There is no non productive rule 

Non Productive Filtering Rules : 

rules 1 -> 2 : OK 
rules 2 -> 1 : OK 

f2 
rules 1 -> 2 : 

[ EF (AEF, vpn-members) ], 
rules 2 -> 1 : OK 

f1 
rules 1 -> 2 : OK 
rules 2 -> 1 : OK 

=> There is one or more non productive rule 
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Abstract: The paper aims at devising a control system for dynamic resource allocation in 
a packet-oriented satellite network. The traffic to be served is represented by 
TCP long-lived connections (elephants). A Master Station adaptively assigns 
bandwidth and transmission parameters (bit and coding rate) to TCP buffers at 
the earth stations, grouping connections characterized by the same source-
destination pair. The assignment is effected according to each pair's traffic 
load and fading conditions, in order to reach a common goal. The latter may 
consist of maximizing the overall TCP goodput, of equalizing the connections' 
goodput for global fairness, or a combination thereof. Three different alloca­
tion strategies are devised, and their respective performance is compared, un­
der a realistic link budget. 
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1. INTRODUCTION 

Satellite systems not only have to face variable load multimedia traffic, 
but also variable channel conditions with large propagation delay. The vari­
ability in operating conditions is due both to changes in the traffic loads and 
to the signal attenuation on the satellite links, because of bad atmospheric 
events, which particularly affect transmissions in the Ka band (20-30 GHz). 
It is therefore stringent to make use of adaptive network management and 
control algorithms to maintain the Quality of Service (QoS) of the transmit­
ted data. Our study considers the following scenario. A geo-stationary satel­
lite network consists of N stations, among which a master station exerts, in 
addition, the control on the access to the common resource, i.e., the satellite 
bandwidth, and N-l traffic stations exchange non-real-time (bulk) traffic. 
The traffic consists of a number of long-lived TCP connections (also called 
elephants1) any station may have with any other station in the network. In 
Celandroni2'3 the application of adaptive FEC (Forward Error Correction) 
was investigated, to optimize the efficiency of TCP connections over 
AWGN (additive white Gaussian noise) links with high delay-bandwidth 
product. This case well matches transmissions over rain faded geo-stationary 
satellite channels, with fixed user antennas. In our study, we thus adopt the 
same philosophy and operate at the physical level, by trading the bandwidth 
of the satellite link for the packet loss rate due to data corruption. In fact, 
over wireless links, any gain in the bit error rate (BER) (i.e., in the packet 
loss) is generally obtained at the expenses of the information bit rate (IBR), 
and the end-to-end transfer rate of a TCP connection (also called goodpui) 
increases with the IBR and decreases with the BER. The adaptation tech­
niques adopted do not interfere in any way with the normal behavior of the 
TCP stack; the end-to-end protocols are thus left unaltered, while the trans­
mission parameters of the satellite link are appropriately tuned-up. 

In this paper, we study bandwidth, bit and coding rate allocation methods 
for TCP long-lived connections that are in effect on a number of source-
destination (SD) pairs over satellite links, which may be generally subject to 
different fading conditions. In this situation, connections belonging to the 
same SD pair feed a common buffer at the IP packet level in the earth sta­
tion, which "sees" a transmission channel with specific characteristics; the 
latter may generally be different from those of other SD pairs originating 
from the same station or from other stations. The bandwidth allocated to 
serve such buffers is shared by all TCP connections in that group, and, once 
fixed, it determines the "best" combination of bit and coding rates for the 
given channel conditions. The goal of the allocation is to satisfy some global 
optimality criterion, which may involve goodput, fairness among the connec­
tions, or a combination thereof. Therefore, in correspondence of a specific 
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situation of channel conditions, determined by the various up- and down-link 
fading patterns, and a given traffic load, we face a possible two-criteria op­
timization problem, whose decision variables are the service rates of the 
above mentioned IP buffers for each SD pair, and the corresponding trans­
mission parameters. We will refer to these allocation strategies as TCP-
CLARA(Cross Layer Approach for Resource Allocation). 

Though there is a vast literature on performance aspects related to the ad­
aptation of TCP congestion control mechanisms over large bandwidth-delay 
product and error-prone satellite channels (see, Kota4 and references therein 
and Jamalipour5), as well as on resource allocation and Quality of Service 
(QoS) control in broadband packet networks6, even in the satellite environ­
ment4, 5 '7, to the best of the authors' knowledge, this is the first attempt to 
conjugate TCP over satellite performance and resource allocation, in the 
framework of a cross-layer approach. 

2. GOODPUT ESTIMATION OF LONG-LIVED TCP 
CONNECTIONS 

When a number of long-lived TCP sources share the same bottleneck-rate 
link, it was empirically observed in Lakshman8 (by making use of simula­
tion) that, if all connections have the same latency, they obtain an equal 
share of the link bandwidth. This is strongly supported by our simulations as 
well (obtained by using Network Simulator9 - ns2), where we suppose the 
bottleneck is the satellite link. As the latency introduced by a geo-stationary 
satellite is quite high (more than half a second) it is reasonable to assume 
that the additional latency introduced by the satellite access network in the 
entire link path is negligible with respect to the satellite one, and that all 
connections have the same latency. 

In order to avoid time consuming simulations, reasonable estimations can 
be constructed for the goodput of a TCP Reno agent. A first relation that can 
be used is the one taken from Padhye10, which is estimated for infinite bot­
tleneck rate, and thus it is valid far apart the approaching of the bottleneck 
rate itself. Let ju be the bottleneck (the satellite link) rate expressed in seg-
ments/s, n the number of TCP sources, and r the delay between the begin­
ning of the transmission of a segment and the reception of the relative ac­
knowledgement, when the satellite link queue is empty. Moreover, assume 
the segment losses to be independent with rate q. We have T = CI+1/JU, 

where c\ is the channel latency. The TCP connections that share the same 
link also share an IP buffer, inserted ahead the satellite link, whose capacity 
is at least equal to the product JUT . Let also b be the number of segments 
acknowledged by each ACK segment received by the sender TCP, and T0 
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the timeout estimated by the sender TCP. Then, by exploiting the expression 

of the send rate derived in Padhye10, dividing it by — for normalization and 
n 

multiplying it by 1 - q for a better approximation, the relative (normalized to 
the bottleneck rate) goodput can be expressed as 

r „ = - n - = } ~ q —, 1 (i) 

n 
b(l + 329

2) 

y=q T , the goodput has a limited variation with respect to individual 

Relation (1) is rather accurate for high values of q, i.e., far apart the satu­
ration of the bottleneck link. For low values of q, it is found by simulation 
that, given a fixed value of c/, for fixed values of the parameter 

f V 
-

variations of the parameters q, ju and n. Owing to the high number of 
simulations needed to verify this observation, a fluid simulator11 has been 
employed, which was validated by means of ns2, for values of y < 1. Simu­
lation results have been obtained for the goodput estimation, with a 1% con­
fidence interval at 99% level, over a range of values of — between 20 and 

n 
300, and n between 1 and 10. For 0<y<\, goodput values corresponding 
to the same y never deviate for more than 8% from their mean. We then in­
terpolated such mean values with a 4-th order polynomial approximating 
function, whose coefficients have been estimated with the least squared er­
rors technique. Assuming a constant <?/, equal to 0.6 s (a value that takes into 
account half a second of a geostationary satellite double hop, plus some de­
lay for terrestrial links and some processing time), in the absence of the so-
called Delayed ACKs option (b=l), the polynomial interpolating function 
results to be 

Tg=a0 + aiy + a2y
2 +a3y

3 + a4y
4 ; y<l, (2) 

where 

ao=0.99$ ai=0.11 [s~3]; a2=-1.88 [sT6]; a3 = l.98 [s~9]; a4 =-0.63 |>"12]. 
For y = 1, Tg = 0.575. For y > 1, we adopt instead relation (1), with b = 1. 

We assume to operate on an AWGN channel, a reasonable approximation 
for geo-stationary satellites and fixed earth stations. The segment loss rate q 
can be computed as in Celandroni2: 
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q = \-(\-Pelle)ls, (3) 

where pe is the bit error probability (BER), ls is the segment bit length and 
le is the average error burst length (ebl). We took pe data from the Qual-
comm Viterbi decoder data sheet12 (standard NASA 1/2 rate with constraint 
length 7 and derived punctured codes), while le was obtained through nu­
merical simulation in Celandroni2. (channel bit energy to one-sided noise 
spectral density ratio). 

In order to make q computations easier, we interpolated data taken from 
Celandroni2 and expressed pe and le analytically as functions of the coding 
rate and the EC/NQ (channel bit energy to one-sided noise spectral density 
ratio) ratio. We have 

^(i/2)=io< L 6 £ e '^+ 3 ); O<EJN0<5 dB 
^(3/^=1 a<Ld /̂̂ o-2.04) . 4<^/7v0<8 dB 

ft(7/8)=10<1-6^'^"5) ; 6<EjN0<l0dB 

le(l/2)=e-<)32EJN^S7 ; 0<Ec/N0<5dB ( 4 ) 

le(3/4)=e~0AEjN°+3A5 ; 4<EjN0<S dB 

le(7/S)=63.6-\9(EclN0yi.94(EjN0f -0.06 1EJN$ ; 6<EjN0<l0 dB 

For the uncoded case13 we have 

pe(l/l) = ±erfc[0(EjN°)/2°y, 4(1/I) = l ; (5) 

The TCP goodput relative to the bottleneck rate is a decreasing function of 
the segment loss rate q, which, in its turn, is a decreasing function of the 
coding redundancy applied in a given channel condition C/No (carrier 
power to one-sided noise spectral density ratio; see Section 4 for the relation 
between C /NQ and EclNQ) and for a given bit rate br. The combination of 
channel bit rate and coding rate gives rise to a "redundancy factor" rcs > 1, 
which represents the ratio between the IBR in clear sky and the IBR in the 
specific working condition. 

The absolute goodput of each TCP connection Tg is obtained by multi­

plying the relative value by the bottleneck rate, i.e., 

u 1 B 
Ts=Ts- = T s - n - ( 6 ) 

n n r 
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where B is the link rate in segments/s in clear sky conditions. 
In Celandroni2 it is shown that, for a given hardware being employed 

(modulation scheme/rate, FEC type/rate), a set of transmission parameters 
maximize the absolute goodput for each channel condition. Given B and 
C INQ (which results from a given link budget calculation), and for all pos­
sible bit rates, we must compute Tg for all allowable coding rates. The actual 

values of the goodput are obtained as mentioned above: then, the maximum 
value is selected. The value of Tg is taken from (1) or (2), and q is com­
puted with (3) and (4) or (5). Numerical examples for the link budget corre­
sponding to the Eutelsat satellite Hot Bird 6 are given in Section 4. 

3. THE BANDWIDTH ALLOCATION PROBLEM 

Consider now a satellite network, consisting of a bent-pipe (transparent) 
geo-stationary pay load and N-l traffic stations. We assume to operate in sin­
gle-hop, so that the tasks of the master station are limited to resource as­
signment and synchronization. Note that, in this respect, we may consider a 
private network, operating on a portion of the total available satellite capac­
ity, which has been assigned to a specific organization and can be managed 
by it (as a special case, this situation might also represent a service provider, 
managing the whole satellite capacity). 

The problem we address in the following is the assignment of bandwidth, 
bit and coding rates to the IP buffers serving each specific link, given the 
fading conditions and the load of the network. 

We make the following assumptions. 
1. The end-to-end delay of the TCP connections is the same for each sta­

tion. 
2. In each station, there is an IP buffer for each SD pair, and we say that the 

TCP connections sharing it belong to the same class; obviously, they ex­
perience the same up-link and destinations' downlink conditions. 

3. In the present paper, we consider the bandwidth assignment in static con­
ditions. In other words, given a certain number of ongoing connections, 
distributed among a subset F of SD pairs, characterized by a certain fad­
ing attenuation, we find the optimal assignment as if the situation would 
last forever. Possible ways of adaptive allocation in a dynamic environ­
ment are the matter of ongoing investigation. 
We assume that, if the fading conditions of an active class i (z = 1,2,.., F) 

are such that a minimum goodput T^lJhr cannot be reached by its connec­
tions, the specific SD pair would be considered in outage, and no bandwidth 
would be assigned to it. 
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Let Bj e \0,W] (where W is the total bandwidth to be allocated, ex­

pressed in segments/s), rcy* e |/? 1?...,i?/>}, and ric , i = l,...,F, be the 

bandwidth, the redundancy factor, chosen in the set of available ones (each 
value R 7- corresponds to a pair of bit and coding rates), and the number of 
connections, respectively, of the z'-th SD pair. Note that, in the cases where 
different bit and coding rates yield the same redundancy factor, the pair will 
be selected that gives rise to the minimum BER. 

We consider two basically opposite ways of assigning the bandwidth 
(which corresponds to setting the parameters of the scheduler serving the 
buffers that use a given station's up-link), together with the transmission pa­
rameters: 

Gl) To maximize the global goodput, i.e., 

F 

max Z^y)3f7)
? <7) 

B,e[0,W] rWe$l,...ftp} M.....F j=x 

F 

subject to X A = ^ (8) 
i=\ 

G2) To reach global fairness, i.e., to divide the bandwidth (and assign the 
corresponding transmission parameters, namely, channel bit and coding rate) 
in such a way that all SD pairs achieve the same goodput. 

Note that, even though the goodput optimization formulas of Section 2 
are applied in both cases, the two goals are different and will generally yield 
different results in the respective parameters: maximizing the global goodput 
may result in an unfair allocation (in the sense that some SD pairs may re­
ceive a relatively poor service), whereas a fair allocation generally does not 
achieve globally optimal goodput. 

As far as the single goals are concerned, the relative calculations may be 
effected as follows. 

The maximization in (7) is over a sum of separable nonlinear functions 
(each term in the sum depending only on its specific decision variables, cou­
pled only by the linear constraint (8)). As such, it can be computed effi­
ciently by means of Dynamic Programming14'15, if the bandwidth allocations 
are expressed in discrete steps of a minimum bandwidth unit (mbu), which is 
the minimum granularity that can be achieved. 

As regards the goodput equalizing fair allocation, it can be reached by 
starting from an allocation proportional to the number of TCP connections 
per SD pair, by computing the average of the corresponding optimal (in the 
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choice of transmission parameters) goodputs, then changing the mbu alloca­
tions (under constraint (8)) by discrete steps, in the direction that tends to 
decrease the absolute deviation of each SD pair's goodput from the average, 
and repeating the operation with the new allocations. A reasonable conver­
gence, within a given tolerance interval, can be obtained in few steps. 

As usually one may want to achieve what one believes to be a reasonable 
combination of goodput and fairness, we propose the following two strate­
gies, which will then be evaluated numerically in the next Section. 

Tradeoff Strategy. The following steps are performed: 

Compute the pairs (Bt, rt \ / = 1,...,F, maximizing the global goodput 

(7), under constraint (8); 

Compute the pairs \Bt , rt j z=l,...,F, corresponding to the goodput 

equalizing fair choice; 

Calculate the final allocation as Bi-Bi p+Bf(\-p), z=l,... ,F, where 
0 < p < 1 is a tradeoff parameter, along with the corresponding bit and cod­
ing rates. 

Range Strategy. The following steps are performed: 

Compute the pairs p , , rt \ / = 1,...,F, corresponding to the goodput 

equalizing fair choice; 
Choose a "range coefficient"/? > 0; 
Compute the global goodput maximizing allocation, by effecting the con­

strained maximization in (7), with Bt varying in the range 

[max^(l-y5),0) min(^(l+ytf),^)], instead of [0 ,^] , / = 1,..,F. 

As a term of comparison, we will also consider another possible strategy 
(termed BER Threshold in the following), which only assigns the transmis­
sion parameters (bit and coding rate) to each SD pair, in order to keep the 
BER on the corresponding channel below a given threshold. The bandwidth 
assignment is done proportionally to the number of connections per link, 
multiplied by the corresponding redundancy. 

In order to comparatively evaluate the different options, we define the 
following terms of comparison: 

M Goodput Factor: fg = -4^ (9) 
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where (Bhr^ is a generic choice and \Bt ,rt j is the goodput-maximizing 

one. 

2^'-
Fairness Factor: ff = 1 - -̂ —= (10) 

JJ 2Tg(L-l) 

where L = £^rr1' is the total number of ongoing TCP connections, and 

- 1 L 

Tg=—Z_uT^i) is the average goodput. Note that ff-\ when all goodputs 
L k=\ 

are equal, and // =0 when the unbalance among the connections' goodputs 
is maximized, i.e., the goodput is Tg • L for one connection and 0 for the oth­

ers (yielding a deviation from the average 

(rg'L-Tgy\0-Tg\'(L-l)=2Tg'L-2Tg, which is the denominator of 

(10)). 

4. NUMERICAL RESULTS 

We considered a fully meshed satellite network that uses bent-pipe geo­
stationary satellite channels. This means that the satellite only performs the 
function of a repeater and it does not make any demodulation of data. The 
system operates in TDM A mode. The master station maintains the system 
synchronization, other than performing capacity allocation to the traffic sta­
tions. The master station performance is the same as the others; thus, the role 
of master can be assumed by any station in the system. This assures that the 
master normally operates in pretty good conditions, because when the cur­
rent master's attenuation exceeds a given threshold, its role is assumed by 
another station that is in better conditions. To counteract the signal attenua­
tion the system operates bit and coding rates changing. Traffic stations 
transmit in temporal slots assigned by the master. 

In order to compute the link budget, we considered a portion of the Ka 
band (20/30 GHz) transponder of the Eutelsat satellite Hot Bird 6, and took 
data from the file "Hot Bird 6 data sheet.fm", which is downloadable from 
the web16. 

We consider exploiting 1/4 of the transponder power. Our carrier is 
modulated in QPSK (quadrature phase shift keying) at 5, 2.5 or 1.25 Msym-
bols/s; thus, the resulting uncoded bit rates range from 10 to 2.5 Mbit/s. A 
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1/2 convolutional encoder/Viterbi decoder is employed, together with the 
punctured 3/4 and 7/8 codes for a possible total 12 combinations of 
bit/coding rates. The net value of about 7.5 dB of Ec/N0 (C INQ=11.5 dB), 
with the maximum modulation rate and the 7/8 coding rate, is assumed as 
the clear sky condition. In clear sky, after the Viterbi decoder, the bit error 
rate is about 10"7. The mbu size, i.e., the minimum bandwidth unit that can 
be allocated, has been taken equal to 5 kbit/s; this value is referred to clear 
sky conditions. 

In order to compute the resulting net values of EC/NQ at the earth sta­
tion's receiver input we used relation (11) below. 

Ec/N0=C/N0-lOLoglobr-mi, (11) 

where br is the uncoded data bit rate in bit/s and mt is the modem imple­
mentation margin (taken equal to 1 dB). We have assumed b=\ (no Delayed 
ACKs option) and T0 =1.5 s when using relation (1). We also considered ls 

= 4608 (576 bytes), which is the default segment length assumed by sender 
and receiver TCPs, when no other agreement has been possible. 

Actually, not all combinations of bit and coding rates must be probed to 
find the maximum goodput, because some of them result inefficient (i.e., 
they yield higher BER with the same redundancy). The possible cases are 
then limited to the following 7 ones: 10 Mbits/s, with code rates 7/8, 3/4, and 
1/2; 5 Mbits/s, with code rates 3/4, and 1/2; 2.5 Mbits/s, with code rates 3/4 
and 1/2. The uncoded case results inapplicable with the values of C /No 
available in our situation, even in clear sky conditions. 

Table 1. Configuration of the 3 tests (nc is the number of TCP connections in the relevant 
class). 

Record # 

1 

2 

3 

Record # 

1 

2 

3 

Class 1 

C/N0;nc 

78.0;2 

78.0;2 

78.0;2 

Class 6 

75.0;3 

73.0;3 

75.0;3 

Class 2 

C/N0;nc 

77.0;3 

68.0;3 

72.0;3 

Class 7 

76.5;1 

75.0;1 

76.5;1 

Class 3 

C/N0;nc 

76.1;2 

76.1;2 

76.1;2 

Class 8 

71.8;4 

72.0;4 

71.8;4 

Class 4 

C/N0;nc 

68.9;4 

68.9;4 

69.9;4 

Class 9 

76.3;3 

76.3;3 

76.3;3 

Class 5 

C/N0;nc 

74.0;2 

73.0;2 

73.0;2 

Class 10 

76.6;6 

76.6;6 

63.0;6 

Table I shows the configurations of the three tests carried on, denoting 
the link status (C /No [dB]) and the number of TCP connections in each 
class. 
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The following Figs 1 and 2 have been obtained, by using the above data, 
by means of the TEAM (TCP .Elephant bandwidth Allocation Method) mod­
eling and optimization software, which was specifically developed to im­
plement the mechanisms proposed in this paper and other, more general 
ones, which will be the subject of forthcoming research. 

10 TCP classes; 30 total connections (record #1) 
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Figure 1 Goodput and fairness indexes for the data in record #1 #2 #3. 

For each record of values in Table I, the figures depict the behavior of the 
goodput and fairness factors, respectively, for the Tradeoff Range, and BER 
Threshold strategies that have been defined in the previous Section, for val­
ues of the parameters p and /? between 0 and 1. It can be noted that con­
stantly keeping the BER below a given threshold lowers the goodput and not 
always maximizes the fairness (as can be seen in Fig. 1 record #3); more­
over, enforcing a constant lower BER (10"7) lowers the goodput, without any 
appreciable gain in fairness. 

The Tradeoff'and Range strategies have a similar behavior, though they 
span different values of goodput and fairness factors, depending on the sys-
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tern parameters. In all cases, as expected, the goodput factor increases and 
the fairness factor decreases with increasing p and /?. In general, the span 
of the Tradeoff strategy's goodput and fairness index values is wider in the 
interval [0, 1] than that of the Range strategy, but it must be noted that the 
parameter J3 could be increased beyond 1, within the limits imposed by the 
total bandwidth available. A conclusion that can be drawn from the obtained 
results is that both strategies allow a sufficient flexibility in choosing a com­
promise between the two goals of overall goodput maximization and fair­
ness. 

10 TCP classes; 30 total connections (record #1) 
80-f=f-

TCP classes 

TCP classes; 30 total connections (record #2) 

TCP classes 

• TRADIiOH-

M RANGli 

H BI-R threshold = 10"6 

D BI-R threshold = l(r7 

0 TCP classes, 30 total connections (record#3) 

Figure 2. Goodput per TCP class for the data in record #1 #2 #3. (class 10 of record #3 is in 
outage for all strategies). 

The total goodput of the system [segments/s] calculated by the TEAM 
modeling and optimization software, is in total agreement with simulation 
results of ns2. The latter have been obtained by running the TCP connections 
under the bandwidth partitions provided by the TEAM software, and confirm 
the good prediction properties of the TCP model used in the calculations. 
The values of the coefficients p and/? (0.16 and 0.6, respectively) have been 
chosen with the criterion of maintaining a fairness factor always higher than 
0.8 in the three cases. Under these conditions, it can be noted that the Range 
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strategy always exhibits a higher total goodput (anyway, this is not true in 
general). 

As a final comparison, Fig. 2 show the goodput per connection in the 
three cases considered, for all classes, with the two selected values p=0.16 
and /?=0.6, and for all strategies. In Fig. 2 record #1 and #3, the goodputs 
corresponding to the Tradeoff strategy are always higher than those of the 
BER Threshold strategies. However, it is not so in Fig. 2 record #2, which 
makes it difficult to draw a general conclusion in this sense. In perspective, 
an adaptive choice of the coefficients, even within possible predefined limits 
(such as imposing a minimum threshold on the fairness, like we have done), 
may turn out to be advisable. This is the matter of current investigation. 
What can be further observed is that, in all cases considered, the range strat­
egy tends to put a stronger penalization on stations suffering from heavy fad­
ing (as is the case with station # 4), and to more evenly favor the other sta­
tions. 

5. CONCLUSIONS 

We have considered a problem of cross-layer optimization in bandwidth 
assignment to TCP connections, traversing different links in a geostationary 
satellite network, characterized by differentiated levels of fading attenuation. 
On the basis of the observation that there exists a tradeoff between band­
width and data redundancy that influences TCP goodput, we have proposed 
optimization mechanisms that can be used to control the Quality of Service, 
in terms of goodput and fairness, of the TCP connections sharing the satellite 
bandwidth. The performance analysis of the methods proposed, conducted 
on a few specific cases with real data, by means of the modeling and optimi­
zation software developed for this purpose, has shown that relevant gains 
can be obtained with respect to fade countermeasures that only attempt to 
constrain the BER below a given threshold, and that a good range of flexibil­
ity can be attained in privileging the goals of goodput or fairness. Further 
research is currently ongoing, to apply the proposed strategies in a dynamic 
environment, where fading levels and number of TCP connections in the 
system change over time in unpredictable fashion, as well as in traffic engi­
neering for multiservice satellite networks. 
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Abstract: A major challenge for organizations and application service providers (ASP) is 
to provide high quality network services to geographically dispersed consumers 
at a reasonable cost. Such providers employ content delivery networks (CDNs) 
and overlay networks to bring content and applications closer to their service 
consumers with better quality. 

Overlay networks architecture should support high-performance and high-
scalability at a low cost. For that end, in addition to the traditional unicast 
communication, multicast methodologies can be used to deliver content from 
regional servers to end users. Another important architectural problem is the ef­
ficient allocation of objects to servers to minimize storage and distribution costs. 

In this work, we suggest a novel hybrid multicast/unicast based architecture 
and address the optimal allocation and replication of objects. Our model network 
includes application servers which are potential storage points connected in the 
overlay network and consumers which are served using multicast and/or unicast 
traffic. General costs are associated with distribution (download) traffic as well 
as the storage of objects in the servers. 

An optimal object allocation algorithm for tree networks is presented with 
computational complexity of 0(N2). The algorithm automatically selects, for 
each user, between multicast and unicast distribution. An approximation algo­
rithm for general networks is also suggested. The model and algorithms can be 
easily extended to the cases where content is updated from multiple locations. 

Keywords: Content Distribution; Location Problems; Hybrid networks; Overlay Networks; 
Tree Networks; Quality of Service 

1. INTRODUCTION 

Recent years have witnessed tremendous activity and development in the 
area of content and services distribution. Geographically dispersed consumers 
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and organizations demand higher throughput and lower response time for ac­
cessing distributed content, outsourced applications and managed services. In 
order to enable high quality and reliable end-user services, organizations and 
applications service providers (ASPs) employ content distribution networks 
(CDN) and overlay networks. These networks bring content and applications 
closer to their consumers, overcoming slow backbone paths, network conges­
tions and physical latencies. Multiple vendors such as Cisco1, Akamai2 and 
Digital Fountain3 offer CDN services and overlay technologies. 

An overlay network is a collection of application servers that are inter­
connected through the general Internet Infrastructure. Efficient allocation of 
information objects to the overlay network servers reduces the operational cost 
and improves the overall performance. This becomes more crucial as the scale 
of services extend to a large number of users over international operation where 
communication and storage costs as well as network latencies are high. 

The popularity of multicast for distribution of such content is increasing 
with the introduction of real-time and multimedia applications that require 
high QoS (high bandwidth, low delay loss and jitter) and are delivered to large 
groups of consumers. Although multicast is efficient for large groups, its high 
deployment and management cost makes unicast a better solution for small 
groups, especially for a sparse spread or when data requirements are diverse. 

Hybrid overlay networks are overlay networks that use both multicast and 
unicast as the transport protocol. The new approach suggested in this paper is 
to combine the replication used in CDNs with multicast/unicast based distribu­
tion and achieve better scalability of the service while maintaining a low cost 
of storage and communication. The novel hybrid approach for data distribu­
tion is based on the understanding that in some cases, it is more efficient to use 
unicast since it saves bandwidth or computational resources. 

Our initial model is a tree graph that has a potential server located at each 
of its vertices. The vertices may also include local consumers. Each server is 
assigned with a storage cost and each edge is assigned with distribution com­
munication costs. The distribution demands of the consumers are given. The 
consumers are served from servers using multicast and/or unicast communi­
cation. The costs can also be interpreted as QoS related costs or as loss of 
revenue resulted from reduced performance. 

Our goal is to find an optimal allocation, e.g., the set of servers which store 
an object, with the minimum overall (communication and storage) cost. Each 
consumer is served by exactly one server for an object. There is an obvious 
tradeoff between the storage cost that increases with the number of copies and 
the distribution cost that decrease with that number. 

In this work we present an optimal allocation algorithm for tree networks 
with computational complexity of 0(N2). We solve the case where the mode 
of operation per consumer (multicast or unicast) is automatically optimized 
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by the algorithm itself. We also suggest an approximation algorithm for gen­
eral networks. The model and algorithms can be easily extended to the case 
where server content is dynamic and needs to updated from media sources via 
multicast or unicast means4. 

1.1 Related work 

Application level multicast and overlay multicast protocols have been stud­
ied in recent years. Most of the works are focused on the structure of the 
overlay topology for a single t ree 5 - 8 . We focus on the way an existing overlay 
network should be partitioned to multiple regional multicast/unicast trees while 
optimizing the communication and storage cost. Our earlier work9 presents an 
optimal allocation algorithm for the multicast only distribution on trees. 

The object allocation problem, also referred as the file allocation problem in 
storage systems10 or data management in distributed databases has been stud­
ied extensively. When looking only at the unicast distribution model, we end 
up with the classical "uncapacited plant location problem" (UPLP)11 with fa­
cilities replacing servers and roads replacing communication lines. The prob­
lem has been proved to be NP-complete for general graphs11. It was solved for 
trees in polynomial time12' 13. The UPLP model was mapped to content de­
livery networks14. There are additional works that address the severs/replicas 
placement problem for the unicast only distribution model1 5 - 1 7 . 

2. THE MODEL 

2.1 Objects 

For each object o of the objects set O, we determine the set of vertices which 
store a copy of o. The algorithm handles each object separately, so the costs 
described below are defined (and can be different) for each object o. 

2.2 The tree network 

Let T = (V, E) be a tree graph that represents a communication network, 
where V = { 1 , . . . , N} is the set of vertices and E is the set of edges. The 
tree is rooted at any arbitrary vertex r ( r= l ) . Each vertex represents a network 
switch and a potential storage place for copies of o. Each vertex is also an entry 
point of content consumers to the network. Distribution demands of consumers 
connected to vertex i are satisfied by the network from the closest vertex (or 
the closest multicast tree rooted at) j which stores a copy of o. Consumers 
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Figure L An example of a tree network and various costs 

connected to a vertex are served by one of unicast or multicast. The selection 
is done automatically by the system in order to optimize the overall cost. 

Denote the subtree of T rooted at vertex i as T ;̂ the parent of vertex i in 
T (i^r) as Pi\ the edge that connects vertex i to its parent in T, (i, Pi) as e$ 
(e r=0); the set of edges in T{ U e\ as E{ (Er=E); the set of vertices in T{ as V\ 
(Vr=V); the set of children of vertex i in T as Chi (For a leaf i, Chi=$). 

Figure 1 displays a tree network and costs related to its vertices and edges. 

2.3 Storage cost 

Let the storage cost of object o at vertex i be Sty. Sty represents resources, 
like disk space, computational power and relative maintenance cost. Denote $ 
is the set of vertices that store o. The total storage cost of o is J2ie® Sty. 

2.4 Distribution traffic cost 

Denote the cost per traffic unit at edge e* as Ucdi (Ucdi>0). Since e r =0, 
Ucdr=0. Ucdi represents the residual cost of traffic in a physical line or the 
relative cost of the connection to a public network. The cost per traffic unit 
along a path between vertices i and j is Ddij = ^2eep{ . Ucde, where Pij 
is the set of edges that connect vertex i to vertex j . We define Pi,i=0 and 
Ddi^=0. Since the graph is undirected, P{j = Pjj. 

The mutual exclusive hybrid model automatically selects between the uni-
cast/muticast traffic provided to each vertex. The advantage of multicast over 
unicast is the aggregation of multiple streams into a single stream. On the other 
hand, unicast is much easier to control (in terms of flow control). The effective 
bandwidth required by a unicast stream is smaller than a multicast stream. 
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The multicast traffic provided to vertex i, Tdmi, is either Td or 0. Td 
is used when at least one consumer connected to i requires the object and 0 
is used when no consumers connected to i require the object. Td may be 
the bandwidth requirement, or other QoS related parameters^. Since unicast 
traffic require less bandwidth, the unicast traffic demand in vertex i, Tdui is 
Tdui = q • Tdmu 0 < q < 1. 

Denote the set of vertices which are served using unicast (and are not served 
by unicast) as Vuc; the set of edges in the multicast tree rooted at vertex i as 
Dmti. If z^$ , or i does not serve by multicast, Dmti=®. 

The total multicast traffic cost is J2ie$ Td • (Y^eeDmu Ucde). The total uni­
cast traffic cost is ^2ieVuc Tdui • mirijG$ Ddij. (If 3 j , fce<& s.t. Dd^j—Dd^k 
and j<k then j , the smallest, is taken). 

3. THE PROBLEM 

The optimization problem is to find an object allocation that minimizes the 
total cost (storage and traffic): 

^2S(H + J2Td'( Yl Ucde) + D Tdui ' m i n D d h J 

We developed an optimal algorithm called MX-HDT - Mutual exclusive 
Hybrid Distribution for Trees, with computational complexity of 0(N2). 

4. MX-HDT VS. MDT/UDT RESULTS 

As stated in the sub-section 2.4, the MX-HDT algorithm attempts to lever­
age the advantages of both MDT (multicast only distribution in trees graphs9) 
and UDT (unicast only distribution, also termed UPLP, on trees13) by switch­
ing between multicast and unicast in order to minimize the overall communi­
cation and storage costs. The MX-HDT algorithm always performs better than 
UDT/MDT and the overall costs will be equal or smaller than the minimum 
between UDT/MDT. 

Figure 2 presents a comparison between the average results of running MX-
HDT, MDT, UDT on various trees in various shapes and sizes, while the ratio 
between the multicast bandwidth demands and the unicast bandwidth demand 
is 2 : 1 (i.e. q = 0.5). It can be seen that MX-HDT performs better than both 
algorithms in all cases. 

i"The reason for using the same traffic rate for all vertices in multicast is the fact that the server determines 
the transmission rate, not each customer as in the unicast case. 
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Figure 2. MX-HDT vs. MDT/UDT 

5. OPTIMAL ALLOCATION PROPERTIES 

LEMMA 1 In case of unicast traffic, if vertex i is served by vertex j , which 
satisfies mirij€$ Ddij, andi is served through vertex k (i.e. P^j=P^k UPkj), 
then if vertex I is served by unicast through vertex k, I must also be served from 
j (k itself may not be served by unicast). 

P R O O F Pij=Pi^UPkj =>• Ddij=Ddi)k+Ddkj. Suppose vertex I is not 
served by j , but from a different vertex m. Pij=Piik^Pk,m => Ddij=Ddi}k + 
Ddk,m. Since the solution is optimal there must exist Ddkj=Ddk^m. And if 
3j , mG$ s.t. Ddkj=Ddk1m and j<m then j , the smallest, is taken. So j and 
m must be the same vertex. 

LEMMA 2 Each vertex i can only belong to at most one multicast tree. 

PROOF Suppose a vertex i belongs to more than one multicast tree, then by 
removing it from the other trees and keeping it connected to only one multicast 
tree we reduce the traffic in contradiction to the optimality of the cost. 

LEMMA 3 If vertex i is served through its neighbor k in T (either parent or 
child), then i and k are served by the same server. 

PROOF A direct result of lemmas 1, 2. 

LEMMA 4 If there is multicast traffic through vertex i, then vertex i must be­
long to a multicast tree (this property is not correct for unicast). 
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PROOF Suppose there is multicast traffic through vertex i, andi is served by 
unicast. In this case i belongs to both kinds of trees, and this is a contradiction 
of the mutual exclusive traffic condition. * 

COROLLARY 5 The optimal allocation is composed of a subgraph ofT which 
is a forest of unicast and multicast subtrees. Each subtree is rooted at a vertex 
which stores a copy ofo. Each edge and vertex in T can be part of at most one 
unicast and at most one multicast subtree. If a vertex belongs to a multicast 
tree, it may still pass unicast traffic through its uplink edge. 

6. THE MX-HDT OPTIMAL ALGORITHM 

The algorithm calculates the optimal object allocation cost as well as the set 
of servers that will store the object o. 

6.1 The technique 

The main idea behind the algorithm is the observation that in tree graphs, 
since there is only one edge from each vertex i to its parent, and due to lemma 
3, if we consider the influence of the optimal allocation outside T{ on the op­
timal allocation within Ti, it is narrowed to few possibilities, and it is fairly 
easy and straight forward to calculate the optimal allocation for vertex i and Ti 
based on the optimal allocation calculated for each c and Tc, where c G Chi. 

As a result, MX-HDT is a recursive algorithm that finds the optimal alloca­
tion for a new problem which is a subset of the original problem, for vertex i 
and Ti, based on the optimal allocation computed by its children Chi. 

The algorithm is performed in two phases. The first phase is the cost calcu­
lation phase which starts at the leaves and ends at the root, while calculating 
the optimal allocation and its alternate cost for each vertex pair i,j for each 
scenario. The second phase is a backtrack phase which starts at the root and 
ends at the leaves where the algorithm selects the actual scenario in the optimal 
allocation and allocates the copies in the relevant servers. 

The new optimization problem is defined as follows: Find the optimal al­
location and its alternate cost in Tij, for the scenarios described in subsection 
6.2 that are possible for each vertex pair i,j. These scenarios cover all the 
possible external influences on the optimal allocation within Ti. 

Figure 3. demonstrates the distribution forest (Described in corollary 5) 
with the different possible scenarios of the vertices and edges in T. 

*Note: the opposite is not a contradiction, i.e. even if there is unicast traffic through vertex i (i.e. - another 
vertex k is served by unicast through i), then vertex i may still be served by multicast. 
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Figure 3. An allocation, scenarios and distribution forest example 

6.2 The cost calculation phase 

For each vertex pair i, j the algorithm calculates for Tij (vertex j is assumed 
to allocate a copy of the object o) alternate costs for the following scenarios: 

Cxriij - external only allocation and No incoming multicast traffic. No copy 
of o is located inside Ti (ij^r) and edge ei may only carry unicast traffic. 
Legal only when j <£Vi. 

Cxiij - external only allocation and Incoming multicast traffic. No copy of 
o is located inside Ti (i^r) and there is distribution demand in Ti that is 
served by multicast through edge a. Legal only when j £ V{. 

Ciriij - Internal only allocation and No outgoing multicast traffic. All the 
copies of o are located only inside TJ. Edge e* may only carry unicast 
traffic. Legal only when j e V$. 

Cioij - Internal only allocation and Outgoing multicast traffic. All the copies 
of o are located only inside Ti and there is distribution demand outside 
Ti that is served by multicast through edge e .̂ Legal only when j e V{, 

Cbriij - Both sides allocation and No multicast traffic. Copies are located 
both inside and outside Ti. Edge e* may only carry unicast traffic. 

Cbiij - Both sides allocation and Incoming multicast traffic. Copies are lo­
cated both inside and outside Ti and there is distribution demand inside 
Ti that is served by multicast through edge e .̂ 
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Cboij - Both sides allocation and Outgoing multicast traffic. Copies are lo­
cated both inside and outside Ti and there is distribution demand outside 
Ti that is served by multicast through edge e .̂ 

The result of the property described in lemma 4, is that for each scenario 
which contains multicast distribution through edge i (xiij^ioij, biij and boij), 
vertex i must be part of a multicast tree. And for each scenario which does not 
contain multicast distribution through edge i, vertex i may still belong to a 
multicast tree (as a leaf) or may be served by unicast traffic. 

The algorithm calculates the costs as follows: 

O XTli j 

Cin •hj 

Cio. h3 

Too, if j G Vi 
\ Tdui - Ddij + su ra l , if j ^ Vi 

Cri- . < - / ° ° ' ifjeVi 
° h^ \ Td • Ucck + sum2, if j <£ Vi 

[ min {sura4, sumb, sum6, sum8, mini}, if j G T4, k G Chi 
Sci + sura3, if j = z 

> oo, if j i Vi 

' Td - Ucdi + min {sum5, sum8, mini}, if j G T4, k G Cfoi 
Td • Ucdi + S q + sura3, if j = i 

. oo, if j ^ Fi 

min {sura6, sum8, mini}, if j G 14, fc G C/^ 
^Ci + sum3: if j = i 

lin < min Cbriij*, min {ram2, min4} >, if j ^ V£ 

if J G T4,fc e C/ii 
if j = i 

min < min Cbiij*, Td • Ucdi + min3 ?, if j £ Vi 

Td • Ucdi + min {sura8, mini}, 
Td - Ucdi + ISQ + sum3, 

min < min Cbo^i*, Td • C/ce^ + rain4 >, if j £ Vi 

The cost of the optimal allocation in T is minj<zyCinrj. 

Cbni 

Cbiij 

Cbo^j 

min s min C6n?- /*, mm -

Td- Ucdi + sura7, 
oo, 

if j eVklk G C/ii 
if J = i 

suml-sum8 and minl-minA represent combinations of children scenarios 
(suml-sum8 equal 0, minl-min4 equal oo if z is a leaf). A detailed explana­
tion about the combinations and the proof of optimality exist in our TR4. 

*The minimum value should be calculated efficiently if Cb?ij, j€Vi are calculated prior to calculating 
any Cb?itj,JtVi 
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6.3 Backtracking for the content allocation 

While calculating the alternate costs for each vertex pair i,j, the algorithm 
remembers for each such cost (scenario), if a copy needs to be stored at vertex 
i and the relevant scenario of each child k that was used in the calculation. 

The backtrack phase starts at the root and ends at the leaves of T. For each 
vertex i, the algorithm determines the actual scenario in the optimal allocation, 
if a copy should be stored at i (will happen if (z, i) pair was selected for an 
actual scenario) and if it is necessary to keep advancing towards the leaves of 
T. The algorithm uses the backtrack information that was saved earlier. The 
pseudo code and backtrack details of the algorithm are given in our TR4. 

6.4 Computational complexity of MX-HDT 

In the cost calculation phase, each vertex in the tree ieV the algorithm 
calculates up to 7-7V alternate costs. Each cost calculation requires 0(\Chi\ + 
1). |V|=iV and the total number of children in the tree is TV—1 (only the root 
r is not a child). The complexity of the backtrack phase for vertex i is 0(1) . 
The computational complexity of the algorithm is: 

OHDT = O(N) + J27N- 0(\Chi\ + 1) = O ( TV + 77V • ^ f lC^ I + 1)) 

= 0(N + (77V + 1) • (27V - 1)) = 0(7V2) 

The computational complexity of MX-HDT is 0(7V2). 

7. THE MX-HDG APPROXIMATION ALGORITHM 

We extended the model to general graphs. Figure 4 depicts a network with 
the costs related to its vertices and edges. 

7.1 The optimal allocation properties 

The well known Steiner tree problem18 is defined as follows: given a (edge) 
weighted undirected graph and a given subset of vertices termed terminals, 
find a minimal weight tree spanning all terminals. Consequently, an optimal 
multicast tree in a general graph is a Steiner tree. The Steiner tree problem is 
NP-hard on general graphs19. 

The property of lemma 2 is also valid for general graphs. The optimal so­
lution in a general graph is a forest of Steiner trees for multicast traffic and 



Content location and distribution in converged overlay networks 107 

<($) 

*? 
i 

- Stored copy 

- Consumers 

- Server 

1(7 
UfScJy—-

4(L"cd, , ) / I 
" 7 7(Ued 

1( 
3(Scj 

tut 
sJl.>of i din., ^ \ K ' ! d u j ) 

-K^,.0 j 

• ( b 

/0('ldin?) 
OfTdu;) 

-, | fr 
(XrdmA 

/ 

6CCcd, 0 

M>(T<lni5h 
4(Tdu,) 

l(Tw 
' ^ ^ j ^ T ocidnij). 
.^(i;aiM) \0(Tdu-) 

1 ) • 4(Wv) 

\ ' ' / 4(Tdu,j 
\ /TUcd,;) 

o c >J—^Od'clm,,), 1 
4(Idn6 : 

Figure 4. An example network and costs. 

additional unicast paths where unicast is used. The total cost of the optimal 
allocation is constructed of the storage cost, the multicast Steiner trees costs 
and the unicast traffic cost. 

Since finding a Steiner tree in a general graph is NP-hard, it is obvious that 
finding a forest of Steiner trees is NP-hard as well. 

7.2 The approximation algorithm 

As the allocation problem in general graphs is NP-hard, we use our optimal 
MX-HDT algorithm for trees to develop an approximation to that problem. 
This is an iterative algorithm that starts with an initial random or arbitrary 
allocation, and converges to an allocation which is optimal in an approximated 
Steiner tree computed for the general graph. 

7.2.1 The MX-HDG algorithm steps 

1 Start with a random allocation and set mincost to oo. 

2 Compute a Steiner tree for the graph where the terminals are all the 
vertices with distribution demand and the vertices which store the object. 

3 Run MX-HDT on the extracted tree. For the Dd{ j values use the shortest 
path between i and j in the graph. The result of the algorithm is a new 
set of vertices which store the object and a new approximated cost. 
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4 If the new cost is smaller than mincost save the new allocation and up­
date mincost to be the new cost. 

5 Repeat steps 2 to 4 till there is no improvement in the allocation cost. 

At the end of the execution, the last saved allocation and mincost are the 
approximated allocation and cost. 

7.2.2 Computing a Steiner tree 

The problem of finding a Steiner tree is NP-hard. There are several poly­
nomial time approximations for the problem. We selected the approximation 
suggested by Zelikovsky20, which has an approximation ratio of 11/6. 

7.3 MX-HDG Simulation results 

We've generated general graphs using the Internet Model suggested by Ze-
gura et al.21' 22. We've generated graphs with various node counts. 

We've run our approximation MX-HDG algorithm on these graphs, and 
compared the results to random allocations and the multicast only (MDG) al­
gorithm4. Figure 5 displays these charts. 

Figure 5. The number of copies and cost of allocations in general graphs 

As can be seen from the results, the average costs of MX-HDG are bet­
ter than MDG (typically by 20%) and significantly better than of the results 
of the random allocations (the differences between RAND-MDG and RAND-
MXHDG, is due the distribution model - multicast vs. hybrid). 
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8. CONCLUSIONS AND FUTURE WORK 

In this work, we addressed the content location problem in hybrid overlay 
networks, while optimizing the storage and communication costs in the context 
of QoS provisioning. 

We developed an optimal content allocation algorithm for tree networks 
with computational complexity of 0(N2). The algorithm is recursive and is 
based on dynamic programming. The algorithm can easily be specified as a 
distributed algorithm due to the independent calculations at each vertex (only 
based on information from its neighbors) and due to the hierarchical data flow. 

In addition to the optimal algorithm we suggested an approximation for gen­
eral networks, which requires a small number of iterations, and is based on our 
optimal algorithm for tree networks. 

In our extended work4, that is not presented here because of space limi­
tations, we address a more general problem where additional media sources 
are added and additional update communication from the media sources to the 
servers is considered in the optimization problem. 

REFERENCES 

1. Cisco, http://www.cisco.com/ 

2. Akamai, http://www.akamai.com/ 

3. Digital Fountain, http://www.digitalfountain.com/ 

4. O. Unger and I. Cidon, Content location in multicast based overlay networks with content 
updates, CCIT Report #432, Technion Press, June 2003. 

5. S. Shi and J. Turner. Routing in Overlay Multicast Networks. In Proc. of IEEE INFOCOM, 
June 2002. 

6. P. Francis. "Yoid: Extending the Internet multicast architecture", April 2000. 

7. D. Helder and S. Jamin. Banana tree protocol, an end-host multicast protocol. Technical 
Report CSE-TR-429-00, University of Michigan, 2000. 

8. J. Jannotti, D. K. Gifford, K. L. Johnson, M. F. Kaashoek and J. O'Toole. Overcast: Re­
liable multicasting with an overlay network. In Proceedings of the Fourth Symposium on 
Operating Systems Design and Implementation, pp. 197-212, October 2000. 

9. I. Cidon and O. Unger, Optimal content location in IP multicast based overlay networks, 
In Proceedings of the 23rd ICDCS workshops, May 2003. 

10. L. W. Dowdy and D. V. Foster. Comparative Models of the File Assignment Problem. 
ACM Computing Surveys, 14(2) pp. 287-313, 1982. 

11. Pitu B. Mirchandani, Richard L. Francis. Discrete Location Theory, John Wiley & Sons, 
Inc. 1990. 

12. Kolen A., "Solving covering problems and the uncapacited plant location problem on 
trees", European Journal of Operational Research, Vol. 12, pp. 266-278, 1983. 

http://www.cisco.com/
http://www.akamai.com/
http://www.digitalfountain.com/


110 Oren Unger and Israel Cidon 

13. Alain Billionnet, Marie-Christine Costa, "Solving the Uncapacited Plant Location Problem 
on Trees", Discrete Applied Mathematics, Vol. 49(1-3), pp. 51-59, 1994. 

14. I. Cidon, S. Kutten, and R. Sofer. Optimal allocation of electronic content. In Proceedings 
of IEEE Infocom, Anchorage, AK, April 22-26, 2001. 

15. L. Qiu, V. N. Padmanabham, and G. M. Voelker. On the placement of web server replicas. 
In Proc. 20th IEEE INFOCOM, 2001. 

16. Sugih Jamin, Cheng Jin, Anthony R. Kurc, Danny Raz and Yuval Shavitt. Constrained 
Mirror Placement on the Internet, IEEE Infocom 2001. 

17. J. Kangasharju and J. Roberts and K. Ross. Object Replication Strategies in Content Dis­
tribution Networks, In Proceedings of WCW'01: Web Caching and Content Distribution 
Workshop, Boston, MA, June 2001. 

18. S. L. Hakimi. Steiner's problem in graphs and its implications. Networks, Vol. 1 (1971), 
pp.113-133. 

19. M. R. Garey, R. L. Graham and D.S. Johnson. The complexity of computing Steiner min­
imal trees. SIAM J. Appl. Math., 32 (1977) pp. 835-859. 

20. A. Z. Zelikovsky. The 11/6-approximation algorithm for the Steiner problem on networks. 
Algorithmica 9 (1993) 463-470. 

21. Ellen W. Zegura, Ken Calvert and S. Bhattacharjee. How to Model an Internetwork. Pro­
ceedings of IEEE Infocom '96, San Francisco, CA. 

22. GT-ITM: Georgia Tech Internetwork Topology Models, 
http://www.cc.gatech.edu/fac/Ellen.Zegura/gt-itm/gt-itm.tar.gz 

http://www.cc.gatech.edu/fac/Ellen.Zegura/gt-itm/gt-itm.tar.gz


A COMMUNICATION ARCHITECTURE FOR 
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Abstract: This paper explores the possibility to use a communication protocol other than 
HTTP under real-time auction applications in order to provide best-suited 
communication services. We specify a distributed communication architecture 
named AHS (Auction Handling System) based on the IRC architecture to 
support real-time auctions. While using the suitable services provided by IRC, 
this architecture provides auction applications with what we define as required 
communication services. We also specify a communication protocol, called 
BSA-protocol, to support interactions between auction participants and the 
auctioneer in a real-time auction process. This protocol uses the services pro­
vided by the IRC-client protocol as well as the channel facilities provided by 
the IRC architecture for group communications. We report on the encapsula­
tion of this protocol within the IRC-client protocol and on the implementation 
of a prototype. The originality of this architecture lies in the fact that it both 
frees auction applications from communication issues and is independent from 
the auction protocol. 

Key words: Auctions, communication protocols, communication services, communication 
architecture, interactions, IRC, messages. 

1. INTRODUCTION 

Auctions are market mechanisms whereby one seller or one buyer -
named here the initiator- is involved with many buyers or sellers called bid­
ders. More complex forms have appeared and involve many initiators and 
many bidders (Beam et al., 1996; Ben Ameur,2001; Ben Youssef et al., 
2001; EPRJ, 2001). The way participants interact is controlled by a set of 
rules called the auction protocol. These interactions are managed by a me­
diator, called the auctioneer (e.g. the auction site), which provides the insti-
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tutional setting for the auction (Beam and Segev, 1997; Klein, 1997 ; Kumar 
and Feldman, 1998a; Strobel, 2000). They result in the exchange of various 
messages: bid, bid withdrawal (BW), bid admittance, bid rejection, price 
quote (PQ) and transaction notification (TN) (Wurman et al., 1998) . 

Well known auctions (English, Dutch, Vickrey and Combinatorial Dou­
ble Auction or CDA) have been variously classified (Ben Ameur, 
2001;Wurman et al., 1998) (ascending/descending, sealed/outcry, sin­
gle/double, etc.). Our study concerns real-time auctions. We talk about real­
time when data from auction participants must be continuously monitored 
and processed in a timely manner to allow for a real-time decision over the 
Internet (Pen et al., 1998). Real-time auctions' activities are organized in 
rounds governed by a clock. The duration of a round depends on the auction 
type and the evaluation by the auctioneer of submitted bids during a round 
can be scheduled, or occurs, at random times or through bidders' activ­
ity/inactivity, depending on the auction protocol (Panzini and Shrivastava, 
1999;Wurmanetal., 1998). 

Communication issues have an important impact on the process and re­
sults of real-time auctions (Pen et al., 1998). Hence, we focus on the com­
munication protocol that supports the transfer of messages related to real­
time auctions. 

Current Internet sites running real-time auctions use the HTTP protocol. 
This is a Request/Response protocol that does not provide any additional 
communication service. Hence, required services for the auction process are 
implemented within the auction application (Wurman et al., 1998; Kumar 
and Feldman, 1998a; Kumar and Feldman, 1998b; Panzini and Shrivastava, 
1999). This results in overloading auction applications with communication 
issues. This may influence the auctioneer's quality of service and cause frus­
trated customers (bidders or initiators) to leave the auction site (Amza et 
al.,2002; Cardellini et al.,2001; Pen et al., 1998). 

Our objective is to explore the possibility to use another communication 
protocol in the application layer of the TCP/IP stack in order to provide auc­
tion applications with adequate communication services. 

First, we defined in Section 2 real-time auctions' requirements in terms 
of communication services. We show that the IRC protocols are best suited 
to the defined auction requirements (Kaabi et al., 2001; Kaabi et al., 2003). 
As a result, we propose in Section 3 a novel communication architecture, 
based on IRC and named AHS, to support real-time auctions. In Section 4, 
we depict the specification of the BSA-protocol. Section 5 describes the en­
capsulation of this protocol within the IRC-client protocol and the imple­
mentation of a prototype. Finally section 6, concludes the paper and opens 
up prospects for future work. 
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2. WHICH COMMUNICATION SERVICES FOR 
REAL-TIME AUCTIONS? 

In his section we define first the requirements of real-time auctions in 
terms of communication services. Then, we report on a functional compari­
son of: HTTP, IRC, NNTP and SMTP with regard to the provided services 
and underline the suitable features of IRC. 

2.1 Real-time auctions' requirements 

In the literature, various studies have described the typical real-time 
process and identified the following steps: Initiator's registration, Setting up 
the auction event, Bidders' registrations, Request for participation, Bidding 
and Settlement(Beam and Segev, 1997; Kaabi et al., 2001; Klein, 1997; 
Kumar and Feldman, 1998b; Turban, 1997). Some of above mentioned stud­
ies have defined a number of requirements (Panzini and Shrivastava, 1999) 
—such as scalability, responsiveness and consistency— to be considered. 
We lay emphasis on the requirements that must be met by the communica­
tion protocol underlying the auction applications. We identify two sets of 
services: basic and optional. 

Basic services: 
These are always required and are considered as mandatory. 

i. Synchronous and push modes: The synchronous mode enables real-time 
interactions between bidders/initiators and the auctioneer. The Push 
mode is recommended to minimize the bidders' reaction time and in­
crease the system's reactivity (Kumar and Feldman, 1998b; Panzini and 
Shrivastava, 1999). 

ii. Group communications: These are required to support the broadcasting 
of the intermediary result -PQ- and final result -TN (Maxemchuk and 
Shur, 2001,Panzini and Shrivastava, 1999). Group communications 
minimize the number of messages sent by the auctioneer and optimize 
the way the bandwidth is used. 

Optional services: 
These services are required only in some cases such as particular auction 

events, auction protocols or auction messages. 
iii. Duration of message validity: Usually bids and price quotes are time-

sensitive in that they are valid for a certain time only and then become 
obsolete (Wurman et al., 1998; Kumar and Feldman, 1998b). This ser­
vice allows the communication layer to reject obsolete bids or other 
messages transparently to the auction application. 

iv. Fairness: In our context, fairness means that all auction participants 
have the same privilege with regard to communications. Fairness may 
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be required for both bidders and initiator or for only one side (Asokan, 
1998). 

v. Message-tracking: This service would allow the history of an auction 
event to be saved and different stages of the auction process to be kept 
track as proposed by Wurman (Wurman et al., 1998). 

vi. Notification: A notification is an acknowledgment that confirms the 
reception of a message by its recipient. This allows auction participants 
to be informed about intermediary stages of the bidding process and 
contribute to provide the non repudiation of the recipient service (Aso­
kan, 1998). We defined three notifications: 
* Submission Notification (SN). It acknowledges the reception of a bid 
by the auctioneer. 
* Acceptance Notification (AN): It acknowledges the fact that a submit­
ted bid conforms to the auction rules and has been accepted by the auc­
tioneer for evaluation. 
* Rejection Notification (RN): It is sent by the auctioneer and indicates 
that the auctioneer, before the evaluation, has rejected a submitted bid. 
This rejection may be caused by the expiry of the bid or the violation of 
auction rules. 

vii. Security: We focus here on security services, common to all real-time 
auctions, which must be met by the communication protocol underlying 
auction applications. These services may be required for both sides: 
bidders/initiator and the auctioneer. 
- On the auctioneer's side: 
Identification and authentication: This would permit unauthorized post­
ing of bids and violation of auction rules to be prevented. 
Non-repudiation of bidders: This service permits to prevent a given 
bidder denying having sent a bid or received a TN (Omote, 2002). 
- On the bidder's side: 
Anonymity: This is required when bidders should not know one an­
other's identity from the exchange of information. 
Non-repudiation of the auctioneer: This service permits to prevent an 
auctioneer denying having received a bid (Omote, 2002). 
Data integrity would allow a recipient to be sure that a received mes­
sage had not been modified during transmission. Data confidentiality 
may also be required when submitted bids should not be accessible to 
unauthorized recipients (Harkavy et al., 1998). 

viii. Time stamping. It might be required that exchanged messages be time 
stamped when sent or when received by the auctioneer. This service 
provides a tool for the auctioneer to manage the temporal accuracy of 
arrival or sending of messages (Maxemchuk and Shur, 2001, Wurman et 
al., 1998). 
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2.2 Which communication protocol for real-time auc­
tions? 

In Kaabi (Kaabi et al., 2003) we have compared the functionalities of 
HTTP, Internet mail, IRC and NNTP according to the defined requirements. 
This comparison shows that IRC is the best suited protocol with regard to the 
defined requirements. 

IRC communications are synchronous with a push mechanism. IRC 
channels are defined to support group communications. With regard to fair­
ness, IRC provides a fair distribution of messages to clients: IRC servers 
maintain for each client the same short period of time (2 seconds) so that all 
clients are served fairly by the IRC server they are connected to (IETF, 
2000c). This may be considered a factor of fairness in accessing the server 
resources. 

With regard to security, provided services are authentication and ano­
nymity (IETF, 2000c; IETF, 2000d). The other required security services are 
not provided by IRC. Moreover, IRC does not provide duration of message 
validity nor time stamping and message-tracking. 

As a result, all these missing services have to be added to the IRC func­
tionalities in order to satisfy real-time auction requirements. In the following 
section, we propose the specification of a communication architecture, 
named AHS and based on the IRC architecture. 

3. A PROPOSAL FOR COMMUNICATION 
ARCHITECTURE 

The objective of this architecture, named AHS (Auction Handling Sys­
tem), is to provide the required services for real-time auction applications. It 
takes advantage of the previously emphasized features of the IRC. Auction 
applications are the end-users of the AHS architecture. This work is inspired 
with the ITU X435 architecture that provides suitable communication ser­
vices to EDI applications by using the store and forward service provided by 
the X400 messaging (CCITT, 1991a; CCITT, 1991b). A similar study was 
done to provide communication services for EDI applications while using 
the Internet mail architecture (Ben Azzouz,1999; Ben Azzouz et al.,2000; 
Shihetal., 1997). 

3.1 Description of the AHS architecture: 

The AHS architecture is composed of the following functional compo­
nents (see Figure 1): 

The Auction Server Agent (ASA): An ASA is associated to an auction 
site and supports the auctioneer's activities. It may simultaneously support 
several auction events that have different auction protocols. An auction event 
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may involve more than one ASA. The set of ASAs is called Auction Server 
System (ASS). An ASS is a distributed auctioneer. 

The Buyer/Seller Agent (BSA): A BSA is a user agent that can be asso­
ciated with an initiator or a bidder. A BSA is attached to one ASA. Several 
BSAs may be attached to the same ASA. 

The Bids Store (BS): A BS provides, when required, the capacity of 
storing messages such as bids and PQs or TNs for further use (message-
tracking requirement). The physical situation of BS is not specified. It can be 
situated within an ASA, a BSA or a separate entity. 

3.2 The Layered Model 

The AHS architecture is based on the IRC architecture (IETF, 2000a). A 
BSA and a BS will be implemented over an IRC client and an ASA over an 
IRC server. 

We define a new layer, called the P-auction Layer, over the IRC layer 
and under the auction application layer (see Figure 1). This layer is responsi­
ble for providing the auction application with the required communication 
services. This layered structure has the advantage of separating between the 
processing (in auction applications) and communication (P-auction layer). 
This gives the P-auction layer flexibility and independence from the auction 
protocol and the technology used by the auction application 

3.3 The Protocols 

The following protocols are defined to specify the interactions between 
functional components of AHS and how the required services are provided 
to end-users (see Figure 1): 
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Figure 1. The AHS layered model and protocols 
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The BSA-protocol: This protocol specifies the interactions between a 
BSA and an ASA. It is encapsulated within the IRC-client protocol. 

The ASA-protocol: This protocol specifies interactions between the 
ASAs involved in a distributed auction event. This protocol is encapsulated 
within the IRC-server protocol. 

The BS-protocol: This protocol specifies interactions between a BSA or 
an ASA and a BS. In the next section we specify the BSA-protocol. 

4. SPECIFICATION OF THE BSA-PROTOCOL 

We first define the interactions and then, the exchanged messages. 

4.1 The interactions 

Interactions between a BSA and an ASA are performed according to the 
auction process. They are the following (Kaabi et al.? 2003): 
1. Bidder/initiator Registration: This is initiated by a BSA. It allows a bid­

der or an initiator to be registered within an ASA or to have access to an 
auction event managed by the ASA. 

2. Setting up the auction event: This is initiated by the initiator of an auc­
tion event. 

3. Access: This corresponds to the Request for participation step in the auc­
tion process. This interaction is initiated by a BSA. 

4. Exit: This is initiated by a BSA that asks for leaving an auction event. It 
may also be initiated by an ASA to force a BSA to leave the auction 
event. 

5. Bidding: This implies the sending of messages transporting bids and 
BWs and notifications between a BSA to the ASA it is attached to. 

6. Price quote (PQ) announcement: This consists in the intermediary result 
announcement and occurs after the evaluation of submitted bids. This in­
teraction is initiated by the ASA. 

7. Transaction Notification (TN) announcement: This corresponds to the 
broadcasting of the final result and the sending of the request notifica­
tions. This interaction is initiated by the ASA. 

8. Auction Event Closure: This is initiated by the ASA attached to the ini­
tiator's BSA. It implies the sending of a set of messages to clear the auc­
tion event. 

4.2 The BSA-Protocol messages 

We define three types of messages: 
- Requests (.Req): These messages require a reply from the recipient. 
- Responses (.Resp): These are responses to Requests. 
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- Indications (.Ind): These are messages that do not require replies from 
the recipient. 

A P-auction message is composed of two parts: the Header and the Data. 
The Data transports the message generated by this application. The Header is 
processed by the P-auction layer and is structured into fields that allow the 
implementation of the required services. 

The first field of the Header is called code and has a numeric value to 
identify each message. 

Since many ASAs may constitute an auction site and many auction 
events may be handled by an ASA, we define two fields: ASA-name and 
Auction-name to identify respectively an ASA and an auction event. A field 
called BSA-name identifies a BSA. 

To achieve the goal of duration of message validity and time stamping, 
we introduce within the Header of concerned messages respectively two 
fields: Expiry-time and ASA-time. The Expiry-time is filled by the message's 
sender. The ASA-time is filled by the ASA just before the sending, or after 
the reception, of time stamped messages. 

To perform a control at the P-auction layer, we define two header fields 
that carry semantic information related either to the auction event and bids or 
to the BSA. These fields are the Parameters and the Type. This makes it 
possible to carry out a rudimentary bid validity control within this layer in­
dependently of the structure of the Data part of the message. By so doing, we 
save processing time in this application since a number of invalid bids are 
rejected at the P-auction layer (for example, a bid submitted by the seller is 
rejected in case of English auction). 

To provide the notification service, we define a field, called Notif-req, in 
the Header of messages that may require a notification and a specific mes­
sage to carry these notifications, i.e. Notif Resp. 

The other fields that compose the header are described in the following 
section and are classified according to BSA-ASA interactions. 

5. THE ENCAPSULATION OF THE BSA-
PROTOCOL IN THE IRC CLIENT PROTOCOL 

5.1 Technical considerations related to IRC 

These aim to use properly the interesting features of the IRC standard 
without modifying the source code of the IRC-server or the IRC-client pro­
tocols. 
- An IRC channel is created by the ASA to which the initiator is attached and 
is associated to an auction event. The channel-name is the same as the auc­
tion name {Auction-name). 
- For security reasons, we have opted to use exclusively channels in the In­
vite mode. This mode disables any IRC client to join the channel unless he 
receives an Invite message from the channel operator (IETF, 2000b). This 
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way, we guarantee that the access to the channel used by an auction event is 
under the control of the auctioneer application. 
- We define an IRC client, in addition to the IRC server within an ASA (see 
Figure 2). The nickname of this IRC client corresponds to the name of the 
ASA {ASA-name). This is to overcome the following limitations within the 
IRC specifications. 
a. An IRC server has not the ability to create channels. Only clients (chan­

nel operators) have this ability (IETF, 2000b). The client ASA-name acts 
as a channel operator. This way, the creation of channels for auction events 
is controlled by the auctioneer application that asks the Client ASA-name 
for channel creation. 

b. An IRC client cannot send textual messages to an IRC server but only to 
IRC clients (IETF, 2000c). BSA-protocol messages sent by a given BSA 
will be sent as a regular point-to-point IRC exchange between the IRC cli­
ent of the BSA and the Client ASA-name. 

c. An IRC server has not the ability to send point-to-point textual messages 
to a specific client member of a channel (IETF, 2000b). Messages sent by 
the auctioneer application within an ASA to specific BSAs will be sent as 
point-to-point exchanges between the Client ASA-name and IRC clients 
within these BSAs. 

d. A channel operator has not the ability to close a channel. A channel is 
closed when the last member leaves it (IETF, 2000b). The Client ASA-
name removes (Kick) all active channel members to close the auction 
channel. 
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Figure 2\ Design of the auctioneer's and bidders/initiators' systems 

5.2 The Encapsulation 

Each P-auction message will be encapsulated within an IRC message 
when sent and de-capsulated when received. An IRC message is composed 
of three fields: The Prefix, the Command and the Command parameters 
(IETF, 2000c). The Command parameters is composed of several fields con­
taining information, such as <nickname>, <channel-name> and <text-to-be-
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sent>. This latter transports the text sent by IRC clients. The Prefix, the 
Command and some Command parameters fields constitute the header of an 
IRC message. The encapsulation process consists of inserting a P-auction 
message within the Command parameters of an IRC message. This permits 
to leave the Prefix and the Command unchanged since they have a specific 
meaning for IRC protocols. The Data is carried within the <text-to-be-sent> 
field of the Command parameters. The Header's fields are in two categories: 

- Fields that have a semantic equivalence with some fields within the Com­
mand parameters of the encapsulating IRC message. These are: BSA-name 
(eq. to <nickname> of the client within the BSA), BSA-pwd (eq. to 
<password>), Auction-name (eq. to <channel-name>) and ASA-name (eq. to 
<nickname> of the client ASA-name). These fields are carried by their cor­
responding within the Command parameters of the IRC message. 

- Fields that do not have any semantic equivalence with the fields in the 
Command parameters of the encapsulating IRC message. These are con­
veyed within the < text-to-be-sent> part of the IRC message. 

Table 1 describes the structure of the BSA-Protocol messages as well as 
the syntax of their transporting IRC messages and their encapsulation within 
these messages. 

Encapsulation during the Bidder and initiator registration: This in­
teraction implies the sending of two messages: Register.Req and Regis-
ter.Resp. A subset of the Header of the Register.Req message will be encap­
sulated within IRC connection registration messages. This allows using the 
access control facility of IRC. The Parameters of the PASS and NICK mes­
sages will carry respectively, the BSA-pwd and the BSA-name. The remain­
ing fields of the Register.Req, as well as the Register.Resp message, are car­
ried within a separate IRC message: PRIVMSG. This message is generally 
used for communication between clients to carry textual information (IETF, 
2000c). The <msg-target> parameter of this message contains the nickname 
of target client (i.e. ASA-name for this case). 
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Encapsulation during the Setting up of the auction event: The Cre-
ate.Req message is first encapsulated within a PRIVMSG (carried in the 
<text-to-be-sent> parameter) that is sent to the Client ASA-name. As shown 
in Figure 3, if the decision of the auctioneer application is an acceptance of 
the creation, the Client ASA-name "sends" locally to the IRC server a JOIN 
message to ask for the channel creation. The Create.Resp message is encap­
sulated within a PRIVMSG message. 

Encapsulation during the Access: This interaction requires the authen­
tication of the BSA by the auctioneer application before this latter can be 
invited to join the channel assigned to the auction event. The Access.Req 
message is encapsulated within a PRIVMSG in the <text-to-be-sent> pa­
rameter. After the auctioneer application has proceeded to the access control, 
the Access.Resp is carried by an INVITE IRC message (in case of accep­
tance) or a PRIVMSG message (in case of refusal). As a response to the 
INVITE, the P-auction layer of the BSA sends automatically a JOIN mes­
sage. 

Encapsulation during the Exit: The Exit-auction.Ind may be sent by a 
BSA or by an ASA. When sent by a BSA this message will be encapsulated 
within a PART IRC message. This IRC message is used by an IRC client to 
be removed from the list of active members of a channel. When sent by the 
ASA, the Exit-auction.Ind will be encapsulated in a KICK IRC message. 
This message is used by an IRC server to force the removal of an IRC client 
from a channel. 

Encapsulation during the bidding: Bid.Req, Bw.Req and the No-
tif.Resp messages will be encapsulated within PRIVMSG messages. 

Encapsulation during the price quote announcement: The PQ.Ind 
message will be encapsulated within a PRIVMSG message. To be broad­
casted over the channel, the parameter <msgtarget> will contain the Auction-
name. 

Encapsulation during the transaction notification announcement: 
The Tr-notif.Ind will be encapsulated in a PRIVMSG message similarly to 
the PQ.Ind. The Tr-acc.Req and the Tr-acc.Resp will be encapsulated within 
a PRIVMSG message. Several Tr-acc.Req messages are sent if there are 
more than one winner. 

Encapsulation during the auction event closure: Similarly to the Exit-
auction.Ind when sent by an ASA, the Auction-closure.Ind will be encapsu­
lated within a KICK message sent by the Client ASA-name to each active 
BSA. This results in the closure of the IRC channel and other resources allo­
cated to the auction event. 

5.3 Experimentation 

The BSA-Protocol has been implemented in C langage and uses an IRC 
software irc2.10.3p3 over Linux. The IRC server has been configured 
(ircd.conf and config.h files) according to the installation instructions. The 
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IRC services are called by the use of two IRC primitives: sendto-one() for 
sending and m-mypriv() for receiving messages. 

Table 1. BSA-Protocol messages and their encapsulation within IRC messages 

1 P-auction message 
Register.Req (Code, BSA-

name, BSA-pwd, BSA-type, 
Notif.req, DATA) 

1 Register.Resp (code, BSA-
name, type, DATA) 

1 Access. Req (Code, BSA-
name,Auction-name, Data) 

1 Access. Resp (code, BSA-
name, ASA-name, Type, 
DATA) 

1 Exit-auction.Ind (Code, 
BSA-name,Auction-name, 
Data) 

1 Bid.Req (Code, BSA-name, 
ASA-name, Auction-name, 
ASA-time, Expiry-time, Notif-
req, Parameters, Data) 

Notif.Resp (code, BSA-
name, ASA-name, Auction-
name, ASA-time, Expiry-time, 
Type, Data) 

PQ.Ind (Code, ASA-name, 
Auction-name, ASA-time, 
Expiry-time, Data) 

1 Tr-notif.Ind (Code, Auction-
name, ASA-name, ASA-time, 
Expiry-time, Data) 

1 Tr-acc.Req (Code, BSA-name, 
Auction-name, ASA-name, 
ASA-time, Data) 
Tr-acc.Resp (Code, BSA-name, 
ASA-name, Auction-name, 
ASA-time, Data) 
Auction-closure.Ind 
(Code,BSA-name,Auction-
name,ASA-name,ASA-
time,Data) 

IRC message 
PASS <password> NICK 

<nickname> USER <user-
name> <mode> <hostname> 
<real name> PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

INVITE <nick-
name><channel-name> 

JOIN channel-
name^,<channel-
name>} [<key> {,<key>} I. 
PART <chan-
nel>{,<channel>} 
KICK <chan-
nel><n ickname><text-to-
be-sent> 
PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

PRIVMSG <msg-
target><text-to-be-sent> 

KICK <chan-
nel><n ickname><text-to-
be-sent> 

1 Encapsulation 
PASS <BSA-pwd> 
NICK <BSA-name> 

PRIVMSG <auctioneer> <Code, 
BSA-type, DATA> 

PRIVMSG <BSA-name> 
<Code, type, DATA> 

PRIVMSG <ASA-
name><Code,BSA-name, Auc­
tion-name, DATA> 

INVITE <BSA-name> <Auc-
tion-name> 

JOIN <Auction-name> 

PART <Auction-name> 
or 
KICK <Auction-name><BSA-
name><Data> 

PRIVMSG <ASA-name> 
<Code,BSA-name, Auction-
name, ASA-time,Expiry-time, 
Notif-req, Parameters, DATA> 

PRIVMSG <BSA-name> 
<Code,ASA-name, Auction-
name, ASA-time,Expiry-time, 
Type, DATA> 
PRIVMSG <Auction-name> 
<Code, ASA-name, ASA-time, 
Expiry-time, DATA> 
PRIVMSG <Auction-name> 
<Code, ASA-name, ASA-time, 
Expiry-time, DATA> 
PRIVMSG <BSA-name> 
<Code, Auction-name, ASA-
name, ASA-time, Data> 
PRIVMSG <ASA-name> 
<Code, BSA-name, ASA-name, 
ASA-time, Data> 
KICK <Auction-name> <BSA-
name><Code,ASA-name,ASA-
time, Data> 

1 
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6. CONCLUSION 

In this paper, we propose a distributed communication architecture for 
real-time auctions. We describe the specification of the BSA-Protocol in­
volved between the auction site and the participants. We depict the encapsu­
lation of this protocol in the IRC-server protocol. This specification provides 
the following communications services: synchronous group communications 
with push mode, time stamping, duration of message validity and notifica­
tion. With regard to security, it provides access control, partial anonymity 
and non-repudiation of the auctioneer and of the winning bidders. 

We are working on enhanced security for the BSA-protocol (such as 
signed notifications for non-repudiation, data integrity and confidentiality). 
The ASS architecture is under specification. Clock synchronization and fair­
ness will be considered during this specification. 

The advantages of this work lie in the fact that the AHS permit to free 
auction applications from communication issues and facilitates interoperabil­
ity between these applications. 
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Abstract: WEP has a potential vulnerability that stems from its adaptation of RC4 algo­
rithm. As indicated by prior researches, given a sufficient collection of pack­
ets, speculation on shared key is possible by extracting IVs that matched a 
specific pattern. With the primary protection becomes void, there is a pressing 
need for new WLAN security measure. However, establishing new security 
protocol requires considerable time and financial resources. This research pro­
poses an alternative solution to WEP hacking, without modification on present 
wireless settings, called Interference-Based Prevention Mechanism. 

Key words: IEEE 802.11, Wireless Local Area Network (WLAN), RC4, Wired Equivalent 
Privacy (WEP) 

1. INTRODUCTION 

Wireless Local Area Network (WLAN) offers organizations and users a 
both convenient and flexible way of communication. It provides mobility, 
increases productivity, and lowers installation costs. However, WLAN is 
susceptible to attacks due to the use of radio frequency which incurs data 
exposure. WLAN does not have the same physical structure as LANs do, 
and therefore are more vulnerable to unauthorized access. While access 
points (AP) offers convenient and flexible way of communication, the fact 
that they are connected to internal network exacerbates security problem. 
Without additional protection, APs can as well be entries for potential at­
tackers. 
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To enhance data security of wireless transmission to the level of a wired 
network, IEEE 802.11 standard defined WEP (Wired Equivalent Privacy), 
which encrypts traffics between clients and AP. However, WEP has a poten­
tial weakness stems from its adaptation of RC4 algorithm, which utilizes a 
plain IV (initial vector) as part of key stream computation. As indicated by 
prior researches1'2'3, given a sufficient collection of packets, speculation on 
shared key is possible by extracting IVs that matched a specific pattern. That 
is, any anyone with WEP attack tools, such as AirSnort4 and WEPCrack5, 
can obtain the key in a matter of hours or days. 

Obviously, WLAN suffers severe security problem and it offers merely 
limited privacy guarantee. Installing WLAN incurs tremendous risks since 
APs can as well be entries for potential attackers into internal network. With 
WEP, the primary WLAN protection, being compromised, the condition of 
wireless security is considered critical. With the primary protection becomes 
void, there is pressing need for new WLAN security measure. 

However, security protocol requires considerable resources to upgrade 
legacy network for the supporting features. Instead of altering or replacing 
present WLAN, this research offers an alternative solution without modify­
ing the present setting. This research proposes an Interference-Based Preven­
tion Mechanism which is proven effective in preventing adversaries from 
deducing WEP key based on weak key detection. 

2. THEORETICAL BACKGROUND 

2.1 Wireless Security 

The most prominent feature about WLAN is the absence of wires and its 
mobility. As compares to the traditional network, WLAN requires no com­
plicate configuration on its physical topology. Its prestigious nature of mo­
bility is made possible by transmitting data using radio frequency. However, 
as data travels through the air, it can easily be tapped by any one including 
unauthenticated personnel using sniffer. 

Many attacks on traditional network also applied to wireless environ­
ment; for instance, DOS attack, session hijack and man-in-the-middle. Also, 
unauthorized clients may attempt to access WLAN without authorization. 
Since WLAN does not constraint users to physical connection ports, users 
are able to access the AP anywhere. Borisov et al.6 conducted a detailed re­
search on insecurity of 802.11. 

As defined in IEEE 802.1 lb standard, WEP is applied to encrypt data so 
that it becomes unreadable to the intruder. Despite the effort, WEP is re­
cently proved insecure since its key can be stolen or cracked using tools such 
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as AirSnort. In addition, most APs are deployed with WEP setting switched 
off by default. APs offers MAC filter as a supplementary security feature to 
WEP; however, keeping track of MAC addresses list is both time consuming 
and inconvenient. 

Because of the weaknesses in WEP security, several entities are develop­
ing stronger security technology, such as TKIP (Temporal Key Integrity Pro­
tocol) 78 and 802.IX910. TKIP is proposed, as part of wireless standard 
802.1 li, to replace WEP. 802.IX is an IEEE standard for EAP encapsulation 
over wired or wireless Ethernet. 802. IX is also known as EAPoL (EAP over 
LAN). However, the fact that majority of the legacy wireless hardware are 
802.1 lb based requires potential adopters to either upgrade firmware or even 
replace the incompatible devices. The cost of such hardware and software 
renovation and reconfiguration is just too expensive for entities with limited 
budget. Therefore, for the mean time, current WLAN is considered insecure. 

2.2 Wired Equivalent Privacy (WEP) 

The concept of WEP is to prevent eavesdroppers by encrypting data 
transmitted over the WLAN from one point to another. Data encryption pro­
tects the vulnerable wireless link between clients and access points; that is, 
WEP does not offer end-to-end security because AP decrypts the frames be­
fore passing them to destinations that are beyond WLAN. 

WEP adopts RC4 algorithm, a stream cipher, developed by RSA security. 
"A stream cipher operates by expanding a short key into an infinite pseudo­
random key stream. The sender XORs the key stream with the plaintext to 
produce cipher text. The receiver has a copy of the same key, and uses it to 
generate identical key stream. XORing the key stream with the cipher text 
yields the original plaintext"11. In other words, RC4 is a symmetric algo­
rithm relies on a single shared key that is used at one end to encrypt plain 
text into cipher text, and decrypt it at the other end12. 

Current WEP implementations support key length up to 64 bits and 128 
bits; technically, the key length of both version are shorten by 24bits due to 
the use of plaintext Initial Vector (IV). In this research context, a key (or key 
combination) is a series of ASCII bytes often presented in hexadecimal; 
whereas a key value is one byte (8 bits) out of the total combination. Figure 
1 shows a WEP encrypted frame which consists of IV(24 bits), padding(6 
bits), key index(2 bits), encrypted message and Integrity Checksum Value 
(ICV)(32 bits). Note that the frame is transferred with the first 32 bits in 
plaintext and the rest of the body encrypted. This is because a sender gener­
ates IV, either incrementally or randomly, as part of inputs to encryption 
process. That is, the receiver must know the exact IV to decrypt the frame. 
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Figure 1. WEP encrypted frame format 

As indicated by the length of key index in the diagram, WEP can have up 
to 4 (22) keys. However, using shared static keys can be dangerous. There­
fore, the purpose of constantly changing IV is to achieve the effect as if hav­
ing a greater number (224) of key combinations. This gives WEP the capabil­
ity of encrypting each frame with different keys (packet key). 

Figure 2 illustrates WEP encryption process which starts by generating 
IV and selecting a predefined key. Next, RC4 uses both IV and chosen key 
(k) as inputs to generate key stream. Then, plaintext message (M), along 
with its ICV, is combined with key stream through a bitwise XOR process, 
which produces ciphertext (C). Upon sending the encrypted frame, WEP 
appends IV in clear to the front of the frame. The encryption process can be 
summarized as following formula: C = (M, crc32(M)) XOR RC4(IV, k) 
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IV 
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Figure 2. WEP encryption process 

To decrypt, the receiving station uses the first 32bits IV and the shared 
key (k) as indicated by key index bits to generate the same key stream that 
encrypted the frame. Next, WEP XOR key stream with ciphertext (C), along 
with it ICV, to retrieve the plaintext (M). Note that, plaintext has ICV at­
tached at the end. Finally, WEP computes plaintext, without ICV, CRC32 
and compares the output with the ICV. 

Wireless environment is prone to interference; hence, data may be lost or 
damaged before reaching the destination. To ensure data integrity, sender 
computes CRC32 against the plaintext message and inserts the output (32 
bits) at the back of the message prior to encryption. The receiver ensures 
data integrity by matching ICV of decrypted frame with the CRC32 result 
done locally with the resolved message. Frames with disconfirmed check-
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sum will be discarded. The decryption process can be summarized as follow­
ing formula based on the encryption formula: 
(M, crc32(M)) = C XOR RC4(IV, k) 
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Figure 3. WEP decryption procedure 

2.3 WEP Vulnerability 

Though combining IV into key stream computation increases key com­
plexity so that it appears unpredictable, the reality that IV has to be trans­
ferred in clear may divulge WEP key as first discovered in the research un­
dertaken by Fluhrer, Martin and Shamir1. Specifically, frames with IV that 
matched (B+3, 255, X) form, where B points to the position of the key value 
in the combination and X can be any value between 0 and 255, may reveal 
key values. The probability of retrieving the right key value from the frame 
is 5%13. Given sufficient time and traffic, one is able to obtain the WEP 
within hours or days. For instance, an IV (4, 255, 31) may resolve the value 
of the K[l], where IV (7, 255, 72) may resolve the K[4] (fig 4). Often, at­
tackers determine the key combinations by running statistic on all the poten­
tial key values computed from frames that matched such pattern. 
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Figure 4. IV pattern resolving key combination 
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Part of the key value extracting concept is based on the nature of XOR. 
Suppose C is the result of P XOR K, then we are able to retrieve K by XOR 
C with P. In the case of WEP, the idea is extended and is much complicated 
due to RC4 algorithm; nevertheless, the fundamental idea is the same. That 
is, the initial step of cracking WEP key is to obtain ciphertext with its match­
ing plaintext, which is almost readily available. As defined in 802.11 stan­
dard, any frames of type ARP or IP has to begin with OxAA (known as 
SNAP). In IPX environment, OxFF or OxEO is used instead. In fact, majority 
of the data transferred in WALN is in either format. 
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Figure 5. XOR plaintext and ciphertext to resolve key value 

All in all, to crack WEP, one must first capture as much frames that 
matched the specified pattern as possible. Then, for each of the captured 
frame, XOR the first byte of the ciphertext with OxAA to obtain the exact 
key stream that were used during encryption. By reverse-engineering RC4, 
attacker would be able to retrieve the key value (fig 5). Please refer to Fluh-
rer's study for detailed explanation on specific algorithms. Seth Fogie13 has 
published an article which describes detailed steps of WEP cracking. Also, 
WEP attack implementation can be found in the research done by 
Stubblefield et al2. 

INTERFERENCE-BASED PREVENTION 
MECHANISM 

The major WEP vulnerability is the fact that attacker is able to extract the 
key from gathered frames. Usually, statistics is used to assists in determining 
the real key values from the candidates. The real key value often has the 
highest occurrence among all. Therefore, it is reasonable to conclude that the 
resulting key is based on the amount and quality of the frames. That is, the 
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attacker is unlikely to get the right key combination if traffic is scarce or 
frames reveal more false key values than that of the right ones. 

Since it is impossible and unreasonable to keep WLAN traffics from in­
creasing, we propose that the best option to prevent attacker from getting the 
correct key value is by poisoning the traffic with frames that are deliberately 
tailored to generate false result. 

Based on the understanding of the frames that the attackers are interested 
in and the logics of detecting the key, this research devised an innovative 
solution called Interference-Based Prevention Mechanism (IBPM). IBPM 
creates interference effect by injecting spoofed frames to delude the attacker 
resulting in inaccurate statistic. Since injecting frames increases traffic load, 
hence, an effective and space-efficient method must be applied. 

IBPM utilizes the same technique similar to WEP crackers. That is, 
IBPM monitors the traffic and keeps computing the key values. The differ­
ence is that IBPM is implemented in a client station within a WEP protected 
WLAN; therefore, it is assumed that IBPM station possesses the key as a 
legitimate user. Having the key gives it the capability of interfering network 
traffic in advance. Figure 6 shows IBPM generates spoofed frames whenever 
the speculated key value matches the real key value (we refer such event as 
weak-key occurrence). Consequently, the automated statistic program at the 
offense side takes those frames into account and increments false key values. 
What actually happened is that, IBPM pollutes attacker's statistic in a way 
that causes false key values to increase to prevent real key value becoming 
distinct. Since IBPM has disrupted the statistic long before it reveals the real 
key value, WEP is, therefore, secured. This research proposes several 
schemes, which are discussed under interference schemes section, to distrib­
ute spoofed frames that generates false key across all possible key values. 

f^rr,.»t 

Figure 6. Interference generation 



134 Wen-Chuan Hsieh, Yi-Hsien Chiu and Chi-Chun Lo 

4. INTERFERENCE SCHEMES 

The effect of interference is accomplished by increasing the tally of false 
key value whenever a weak-key is detected by IBPM. For instance, a weak-
key OxBB is detected, one may decide to increase all false-key tallies range 
form 0x00 to OxFF excluding OxBB. However, incrementing the tally arbi­
trarily incurs flaw that may eventually allows the attacker to discern the 
fixed pattern in the resulted statistic. Interference not only conceals the key, 
but also should prevent attackers from speculating the key based on the 
spoiled statistic again. Therefore, a sound interference scheme does not ex­
hibits traceable patterns. This research proposes three schemes with each 
takes a different approach to poison the traffic. 

4.1 Random Distribution Interference 

This scheme randomly selects any amount of key values from the false 
set. The increment scale can also be any number. However, it is recom­
mended to use a scale less than or equals to 3, because drastic change may 
ultimately cause the real key value to become the least and apparent. The 
scale can also be randomly assigned given a specified range. 

4.2 Perfect Probability Distribution Interference 

Under such scheme, every false key value is given a 50% probability of 
becoming candidates for increment. That is, there are roughly half of the 
false set members will be incremented upon each weak-key occurrence. In 
this case, we use a fixed increment scale of 2. This scheme is able to main­
tain a stable increasing rate of 1 (2 x 0.5), just like the detected weak-key, 
while avoiding exposing the pattern when using scale of 1. Therefore, the 
overall average increasing rate remains constant yet leaves no traces. 

4.3 Mixed Interference 

Though a properly designed scheme should avoid revealing a traceable 
pattern; nevertheless, it is still recommended to implement multiple schemes 
and have each scheduled or randomly assigned to activate upon weak key 
occurrence. The advantage of such mixed scheme over the others is that it 
prevents attackers from recognizing a fixed pattern due to adoption of a sin­
gle scheme. 
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5. IMPLEMENTATION 

5.1 System Requirements 

As mentioned earlier, IBPM requires no change on the legacy network 
configuration and is compatible to any WEP-enabled 802.11 WLAN. The 
IBPM-enabled device (preferably a desktop PC) appears just like any other 
regular wireless clients; therefore, attackers are unlikely to realize the inten­
sion behind such deployment. As shown in IBPM system framework (fig 7), 
IBPM joined the WLAN as a member client station which issues bogus 
frames upon weak key occurrences. At the same time, the attacker, being 
unaware of the spoofed frames, keeps gathering the frames. 

Figure 7. IBPM System Framework 

IBPM involves both proactive and passive activities which include traffic 
sniffing and injection. Presently, this research has implemented an experi­
mental system under Linux. Various wireless drivers are available in the 
open-source community141516 with each offers slightly different capabilities. 
This research has modified and integrated some of the drivers in achieving 
features to support both monitor WLAN traffics and send frames with arbi­
trary format, including WEP encrypted, through individual wireless network 
interface cards. 

This research implemented IBPM using Python and C libraries under 
Redhat 9 Linux. The IBPM machine is equipped with two wireless network 
interfaces: one for sniffing frames and the other is used to inject spoofed 
frames whenever weak-key is detected. 
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5.2 Demonstration 

To demonstrate the effectiveness of IBPM, two independent WEP attacks 
were launched against the experimental WLAN in the lab. At the end of each 
attack, the offender's statistical result is captured. This demonstration 
adopted perfect probability interference scheme. Since WEP-128 is as vul­
nerable as WEP-64 despite of its extended key length, therefore WEP-64 is 
applied just to illustrate the concept due to space limitation. AP is configured 
with WEP key setting as K = {76, 210, 126, 196} and 24. Figure 8 shows the 
result of the statistical result of the first attack without IBPM. Note that the 
thick line indicates the real key value. 
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Figure 8. K[0]~K[4] statistic result without interference 

Clearly, the attacker can easily points out the real key value based on the 
statistical result. Evidently, each of the real key value stands out promi­
nently. In contrasting to the previous test, the result captured in the second 
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experiment with IBPM conceals the real key values (fig 9). In addition, the 
overall distribution is almost random and there is no fixed pattern to follow. 
As for better observation, we deliberately thicken the line of the real key. In 
reality, the attackers will not be able to determine the real key value from 
such random formed statistical result. 
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Figure 9. K[0] and K[l] statistic result with interference 

6. CONCLUSION 

This research covered discussion on WEP encryption, its vulnerability 
and basic concept on the technique applied to extract key from frames that 
matched the weak-key form. More importantly, we developed Interference-
Based Prevention Mechanism (IBPM), which is proven to be effective in 
preventing attackers from speculating WEP key by means of frame gather-
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ing. Presently, two interference schemes are proposed. However, for further 
studies, more effort should be devoted in testing and developing of new 
schemes. 
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Abstract: Data broadcast has become a promising solution for information dissemination 
in the wireless environment due to the limited bandwidth of the channels and 
the power constraints of the portable devices. In this paper, a restricted 
dynamic programming approach which generates broadcast programs is 
proposed to partition data items over multiple channels near optimally. In our 
approach, a prediction function of the optimal average expected delay, in 
terms of the number of channels, the summation of the access frequencies of 
data items, and the ratio of the data items, is developed by employing curve 
fitting. Applying this function, we can find a cut point, which may be very 
close to the optimal cut. Thus, the search space in dynamic programming can 
be restricted to the interval around the found cut point. Therefore, our 
approach only takes 0(N\ogK) time, where N is number of data items and K is 
the number of broadcast channels. Simulation results show that the solution 
obtained by our proposed algorithm is in fact very close to optimal one. 

Key words: Data Broadcast; Data Allocation; Dynamic Programming; Multiple Channels. 

1. INTRODUCTION 

Recent advances in the development of portable computers and wireless 
communication networks make it possible for mobile clients to access data 
from anywhere at anytime. Broadcast-based data dissemination has become 
a widely accepted approach of communication in the mobile computing 
environment. Examples of these applications include weather forecasts, 
stock market quotes, and electronic newsletters. In these applications, a 
server periodically broadcasts a set of data items to a large community of 
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users and clients tune in to the broadcast channel to retrieve their data of 
interest. Thus, the latency and the cost of data delivery are independent of 
the number of clients. On the contrary, an on-demand data delivery 
responding to a client's individual request inevitably incurs a scalability 
bottleneck under a heavy workload. However, in the broadcast-based system, 
the clients have to access data items in the broadcast channel sequentially. 
Some clients receive unwanted data before accessing desired data, and the 
corresponding response time is called the expected delay of that data item. 
This problem becomes worse when data access is skewed. Hence, how to 
allocate data items in the broadcast channel for efficient data access becomes 
an important issue. 

Acharya1 et al. propose "Broadcast Disks" architecture to minimize the 
average expected delay (aed) for the data allocation problem in a single 
broadcast channel. A broadcast disk involves generation of a broadcast 
program that schedules the data items based on their access frequencies. The 
broadcast is constructed by allocating data items to different "disks" of 
varying sizes and speeds, and then multiplexing the disks onto the same 
broadcast channel. This approach creates a memory hierarchy in which the 
fast disk contains few items and broadcasts them with high frequency while 
the slow disk contains more items and broadcasts them with less frequency. 

In this paper, we study the data allocation problem over multiple disjoint 
physical channels. Such architecture has wider applicability2'3'4. The concept 
of broadcast disks can be applied to multi-channel system. That is, the disk 
containing data items with higher access frequencies may be distributed to a 
channel containing less data items such that the aed for those data items is 
reduced. The problem we study can be best understood by the illustrative 
example in Figure 1, where a data base contains nine items and the number 
of broadcast channels is three. The function of data allocation algorithm is to 
allocate data items into broadcast channels according to their access 
frequencies so as to minimize the aed. This is the very problem that we shall 
address in this paper. 

Peng and Chen5 explore the problem of generating hierarchical broadcast 
programs on the K broadcast channels. They develop a heuristic algorithm 
VF^to minimize the aed of data items in the broadcast program. Although 
VF^ yields the aed close to the lower bound, it performs unstably. While the 
number of channels is not the power of 2, the expected delay of each channel 
is not balanced. Thus, the aed of all data items becomes worse. 

For given TV items with access frequencies pn where 1 < r < N. Wong6 

shows that the lower bound of the aed for a periodic broadcast schedule in a 
single channel system is CZ^L\y[^r)2/2 • Hsu7 et al. extend this concept to 
multi-channel system, and derive that the minimal aed of all data items on K 
broadcast channels is ( Z ^ I V P 7 ) 2 / 2 ^ -
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Yee et al. use dynamic programming to optimally partition data items 
among given multiple channels. Although they determine the optimal cost, 
the proposed approach requires 0(KN2) time and 0(KN) space to keep 
partial solutions, which makes that approach impractical in large databases. 

In this paper, a prediction function which estimates the optimal aed of 
given data items on multiple channels is generated by employing curve 
fitting. Applying this function, a restricted dynamic programming (DP) 
approach is developed to allocate data items into each channel, and the 
resulting configuration is very close to the optimal one, but only takes 
0(NlogK) time. The rest of paper is organized as follows. Preliminaries are 
given in Section 2. In Section 3, we develop a prediction function to estimate 
optimal aed by employing curve fitting. In Section 4, based on the 
predication function, a restricted DP approach which generates broadcast 
programs on multiple channels is proposed. Performance studies are 
presented in Section 5. This paper concludes with Section 6. 
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Figure 1. Data allocation problem on multiple channels. 

2. PRELIMINARIES 

2.1 Architectural Assumptions 

This paper focuses on the wireless broadcast environment. Some 
assumptions should be restricted in order to make our work feasible. These 
assumptions include: a) A data base contains TV equal-sized items, denoted as 
dp where 1 < j < N\ b) There are K equal-bandwidth physical channels for 
data broadcast, which can not be combined to form a single high-bandwidth 
one; c) Let G, be the set of data items to be broadcast on channel /, where 1 < 
/ < K and J^L\\Gi I = N- The data items in each channel are sent out in a 
round robin manner. Each data item is broadcast only on one of these 
channels and a time slot is defined as the amount of time necessary to 
transmit an item; d) Each data item dj has a corresponding access frequency 
Pp which denotes the probability that data item dj is requested by the clients. 
We assume requests are exponentially distributed, so that at each time slot 

/ High Low 
Access Frequency 

( ABCDEFGHI ) 
V DataBase 

( Available Channels 
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the probability of a client requesting dj is determined by pj9 where Y!j=\Pj = 1 -> 
and; e) The mobile client can listen to multiple channels simultaneously. 

2.2 Problem Statement 

Our problem is to partition the data items into K groups and to allocate 
items in each group into an individual channel, such that the aed of all data 
is minimized. When items in set Gt are cyclically broadcast on channel /, the 
expected delay in receiving any particular data on channel i is |G,| / 2. Thus, 
given K channels, the aed of all data items can be expressed as 

^[-J-ZdjeGiPdj)' 

Theoretically, data allocation over multiple channels can be viewed as a 
partition problem for data, as shown in Figure 2. First, all items are sorted in 
descending order according to their access frequencies. Then, partition all 
data into G1? G2, ..., GK sets. Define cutt as the cut point between G, and Gi+\. 
For convenience, let cutt be the index of last data item of G,. For example, 
cut\ = 2 and cutt = 20 in Figure 2. Our goal is to find the optimal 
configuration set of cut points, {cutt | 1 < / < K-\}, in a way that the aed is 
minimized, but only takes 0(NlogK) time. 

CUt, CUtj , CUtj CutK-l 

d. *2 | d 3 d,5 die d*) 1 t^i dN-I dN 

Figure 2. Partition problem for allocating N data items on K channels. 

Dynamic programming8 (DP) approach provides an optimal solution for 
the data allocation problem, but its time and space complexities may 
preclude it from practical use. Let us state the basic DP approach for the 
partition problem first. Data are sorted in descending order according to their 
access frequencies. Define C/i7 as the aed of a channel containing dj through 
dj. Cij=^:Y^Y,i=iPr 9 where l < / < / < N . Let optkjbQ the optimal aed for 
allocating d\ through dj on k channels. Given one channel, optXj =^Z/=1/v , 
where 1 <j<N. The optimal aed for allocating TV items on K channels is 
optK,N> Now, we present the basic DP algorithm for solving the partition 
problem in Figure 3. 

In (1) as shown in Figure 3, the search space of determining the optkj is 
linear. Thus, by inspecting the nested loop structure of the basic DP 
algorithm, its running time is 0(KN2). Suppose we can approximately 
estimate the aed of given data items on multiple channels, then we can find a 
cut point, s, which may be very close to the optimal cut. Thus the search 
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space of the possible cut point, r, can be restricted to some promising range 
(say seven cut points), that is, s-3 < r < s+3, then the time to determine optkJ 

becomes constant. Thus, the search space in DP approach can be reduced. 

For all cut points j from 1 to N 

°Ph,j=j;TJr=\Pr 

End 
For all stages k from 2 to K 

For all cut points y from k to N 
optkj = mm{optk.\,r + Cr+\j}> where k-\ <r<j-\ 0) 

End 
End 

Figure 3. The basic dynamic programming algorithm. 

2.3 Formulation of Estimated aed on Multiple Channels 

Assume px > p2 > ... > /?N? and J^L\Pr=^ • Denote optimal^ as the 
optimal aed of the last n < N data items allocated to k < K channels, where a 
be the summation of access frequencies of the last n data items, a = 
Ys^N-n+iPr • Thus, optimall

K is the aed of all N items allocated to K channels. 
Denote LB? as the lower bound of the aed when the last n items are 

allocated to k channels. Thus, LB\ is the lower bound of the aed when all N 
items are allocated to a single channel, that is, LB\ = ( Z ^ I V ^ 7 ) 2 / 2 • 

Assume a high-bandwidth channel has bandwidth B bytes/sec, and each 
data item is of size D bytes. Therefore, broadcast one item on the channel 
will take DIB seconds. If this fast channel divides into k sub-channels, and 
each sub-channel has bandwidth BIk bytes/sec. Then, broadcasting each item 
in one of these sub-channels will take kDIB seconds. Thus, LBl

k = LB\jk . Let 

factor, = optimal, LB^ = optimal, I —p = k x optimal, ILB^ . 

When the summation of access frequencies of items is not equal to 1, 
factor can be normalized as follows. 

factor? -
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=> optimal^ = factor" x LBf jk (3) 

Given different data items with access frequencies and number of 
channels in (2), we can get different values of factor. With these values, if 
we can find a function to predict factor" precisely, then we can get an 
estimated value very close to optimal". Our idea is inspired by Hsu7 et al. 
Assume data items in G\, Gi, ..., and G, have been allocated to the first i 
channels. Thus, the optimal aed of the unallocated data items on the (K-i) 
channels is optimal^ = factorg^xLB"/(K-i), where a is the summation of 
access frequencies of the data items on the (K-i) channels. But Hsu et al. use 
\xLBf/(K-i) to estimate it. 

3. PREDICTION FUNCTION OF FACTOR 

To predict the value of factor" , we employ curve fitting to find a 
prediction function / in terms of a, k, and ratio, where a denotes the 
summation of the access frequencies of unallocated data items (a < 1), A: 
denotes the number of unallocated channels (k < K), and ratio denotes the 
distribution of the data items. Intuitively, / is related to these three 
parameters. Simulation results confirm this intuition. Ratio9 means 
(I00xratio)% users focus on I00x(l-ratio)% data items, where 0 < ratio < l. 

DEFINITION: ratio is the summation of the access frequencies of the first 
I00x(l-ratio)% data items. In other words, ratio = -ratio)— 

Pi +p2 +... + PN 

We can determine the ratio of the data items by examining whether the 
first N\ data items satisfy Y,Njl\Pj + (N\/N) = 1, where N\ varies from 1 to N. 
Thus, ratio = 1- (N\/N) if satisfied. 

Let estkj denote as the estimated aed of dr through dN allocated on k 
channels. O n c e , / ^ k, ratio) is found, from (3), 

estk,r = f (a,k,ratio) x LB^ jk , where a = Y*q=rPq • 

We call this approach as PKR estimation. It is better than Hsu et al., 
because their factor^ are always 1. 

LEMMA 1. estk, r can be computed in constant time. 

PROOF. In initialization stage, for each data item dp 1 <j < N, we associate a 
accpj with dp which is defined as the sum of access frequencies of data items 
d\ through dp Initially, accp\ = p\. Other accpj can be computed by the 
recurrence equation accpj = pj + accpj.\. Thus, a = accpN - accpr.\. Given a, 
k, and ratio, we can compute f[a, k, ratio) in constant time. We also 
associate a accjsqrtpj with dp which is defined as £ / = 1 V P 7 • Initially, 



Restricted dynamic programming for broadcast scheduling 145 

acc_sqrtp\ = Jp^ . Other acc_sqrtpt can be computed recursively by 
acc_sqrtpj =Jpj + acc_sqrtpJA Thus, LB® = (Zq=rJp^)2 jl = (acc_sqrtpN-
acc_sqrtpr.\)

2ll, which also can be computed in constant time. Since estkr = 
f(a,k,ratio)xLB® /k , this l emma follows. • 

The derivation off(a, k, ratio) contains the following steps. 

Step A. Prediction function in terms of a, 
Given data items with specific ratio and k, we can compute optimal® and 

LB® during the dynamic programming process. Thus, we can obtain a value 
of factor by (2). Let an be the summation of access frequencies of the last n 
data items, where k<n<N. For each an, we have a computed factor n. Thus, 
we can gather many data points (an,factorn). Plotting these data points and 
using the least-squares method for fitting data, we can get a result similar to 
Figure 4. The dotted line shown in Figure 4 denotes the optimal data points 
and the dashed line denotes the function of curve fitting we adopt, which is 
very close to the optimal one. The function in Figure 4 is described by 

factor = 1 + al ((m9 - ratio) x m\o x a ) al, (4) 

where al and al are coefficients with specific k and ratio, m9 = 0.78, and 
mio = 1. Figure 4 is for the case when A: is 3 and ratio is 0.80. 

Step B. al in terms of al . 
For each input combination of A: (e.g., 3, 4, ..., 100) and ratio (e.g., 0.55, 

0.60, ..., 0.85), we obtain a figure similar to Figure 5 and a function has the 
form like (4), with different coefficients of (al, al). Thus, we can gather 
many data points (alfyauo, d2.k,raao)- Plotting these data points and then 
employing curve fitting, we can derive a function in terms of al to denote 
al, as shown in Figure 5. That function is 

a2 = mi (al-m2) + m3, (5) 

where m\, m2, and m3 are coefficients. 

Step C. Prediction function in terms of ratio. 
For a given k, we have a respective value of al^rauo for each ratio. Thus, 

we can gather many data points (ratio, al^rati0). Plotting these data points, as 
the dotted line shows in Figure 6. Using curve fitting, we can get a function 
in terms of ratio to denote a l , as the dashed line in Figure 6. That function is 

al =bl (ratio) m\ (6) 

where m% = 8, bl is a coefficient of a specific k. 

Step D. Prediction function in terms of k. 
Figure 6 is for the case when A: is 3. For each value of A:, we can obtain a 

respective coefficient of blk. Plotting these data points (blk, k), as the dotted 
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line shows in Figure 7. Using curve fitting, we can obtain a function in terms 
of kto denote M, as the dashed line in Figure 7. That function is 

M = m4 (k + my) 'm$ + m6. (7) 

where m4 to my are coefficients. 

Step E. factor =f(a, k, ratio). 
Thus, combining (4) to (7), we obtain a prediction function of factor fin 

terms of a, k and ratio with initial values of m\ to mi0. For all data points 
<factorn9 am km ration>, we proceed the curve fitting again to obtain a better 
fit. Thus, we have the final values of mi to m\o in f(a, k, ratio). Table 1 lists 
the coefficients derived inf. 
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Table 1. Coefficients used in function/ 

Figure 7. bl in terms of k. 

mx 

m2 

m3 

mt 
m5 

2.101260517 
0.304910179 
0.353111223 
11.72018907 
0.87676042 

m6 

m7 

m% 
m9 

m\o 

-0.12243 
-0.19996 
8.878037 
28.20646 
0.030049 
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4. A RESTRICTED DP ALGORITHM 

The main idea of our proposed approach uses PKR estimation to find a 
cut point, which may be very close to the optimal cut. Therefore, the search 
space in DP can be reduced, thus, saves computations. 

At stage k in the basic DP algorithm, if the cut point of (£-l)th partition is 
r, then the estimated optimal aed of all data items on K channels is the sum 
of optkAs a nd esh-k+\,r+\- Let s be a cut point such that optkA,s + estK.k+\,s+\ = 

mm{optkA,r + estK-k+\,r+\}, where k < r < N-\. If we restrict the search space 
of determining optk, j to the interval [s-3, s+3] in (1), then the time to 
determine optkj is constant. Note that, if the optimal cut point of (&-l)th 

partition is outside the interval [s-3, s+3] we predict, computed optkj is not 
optimal, resulting in a non-optimal solution. Now, we present our proposed 
Restricted DP algorithm (RDP) in Figure 8. 

In Figure 8, when the minimum value of optkj is determined, the 
corresponding r will be stored in lastpkj, which can help us construct an 
optimal configuration. Define selcutt as the cut point of selected solution, 
where 1 < / < K-\. Thus, selcutK.x = estcutKA- The earlier selected cut points 
can be retrieved recursively by selcutt = lastpi+^seicut.+l , where 1 < / < K-2. 
Therefore, the set of selected cut points can be retrieved by the backward 
process. 

With the help of PKR estimation, the RDP algorithm can restrict the 
search space to some promising range. It is unlike the basic DP have to 
examine all possible cut points, therefore, our approach only takes 0(KN) 
time. 

Some modifications in the RDP algorithm can improve the performance 
if some subproblems in the subproblem space need not be solved at all. As 
stated in Lemmas7 3 and 4, the number of the data items allocated to each 
channel possesses the hierarchical property. That is, 

\Ghl\ < m < 
N- w-1 

-I!J=I\GJ\ N-(i-\) 
K~(i-\) K-(i-l) 

This inequality can be used to reduce the time and space requirements in 
the RDP algorithm. We implement a slightly modified version of the RDP in 
Figure 9, called Bounded-Restricted Dynamic Programming (BRDP). 

Theorem 1. The time and space complexities of the BRDP algorithm are 
both 0(N\ogK) 

Proof. In the worst case, creating entries of the first row of the table opt 
requires NIK computations. Thus, determining estcut\ takes NIK 
computations. Similarly, creating entries of the second row of the table opt 
requires (N-l)l(K-l) computations. Then, determining estcut2 spends (7V-
\)l{K-\) computations. This process is repeatedly done until cut point 
estcutKA is found. Thus, 
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N , N-l , , N-K + 2 ^ N , N , . N _ M^K 1 _ Mrr 

where H^lnK+O^). Therefore, The time and space complexities of the 
BRDP algorithm are both O(MogX). • 

For all cut points/ from 1 to N 

°Pt\J=^LU\Pr 

End 
Let s be a cut point estcut\ s.t. opt^ s 

where 1 <r < AM. 
For all stages k from 2 to K~\ 

For all cut points/ from max{|.s 

optkJ = min{op^-i,r + C^hj} 
End 

+ estK_hs+l 

-2|, £} to N 
where max 

Let s be a cut point estcutk such that 
op^ s + estK.K A.+1 = min{op^, -+ ' ^ ^ , r + l } 5 

= mm{opt{ 

{\s-3\,k}< 

where max] 

r + estK. , r f l } ? 

r<min{s+3,j-\}. 

\estcutk. -2\,k}<r <>N-\. 

Figure 8. The Restricted DP Algorithm. 

For all cut points; from 1 to NIK 

0Phj=JYJ
J
r=lPr 

End 
Let s be a cut point estcutx such that 
opt\y s + esfc.i, j + 1 = min{o/?^ r + estK.x ^x}, where 1 < r < TV/A". 
For all stages k from 2 to K~\ 

For all cut points; from max{|^-2|, k} to (7V-(A;-1 ))/(#-(&-1)) 
optkj = vmn{optk.\ r + Cm >}, where max{|s-3|, /:} < r < min{s+3Jt/-l}. 

End 
Let s be a cut point estcutk such that 
o/rt*, s + estK.K ,.+1 = mm{optK r + e s ^ ^ } , 
where max{| estcutk.x-2\, k}<r< (N-(k-\))l{K-(k-l)). 

End 

Figure 9. The Bounded-Restricted DP Algorithm. 

Table 2. Parameters used in performance evaluation. 
Definition 
Number of data items to be broadcast 
Number of broadcast channels 
Zipf distribution parameter 

Notation 
N 
K 
ratio 

Table 3. Algorithms compared in performance evaluation. 
Algorithm 

Range 
1000-5000 
2-100 
0.55-0.85 

Notation 
Optimal Solution* OPT 
Data-Based Algorithm2 HSU 
PKR Approach PKR 
Bounded-Restricted Dynamic Programming Algorithm BRDP 
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5. PERFORMANCE EVALUATION 

Our experiments are developed by C on the computer with Intel Pentium 
III 1 GHz and 256MB RAM, running Windows XP. The access frequencies 
of broadcast items are modeled by the Zipf distribution. Let 

where 9 is the parameter of Zipf distribution. #is computed9 by 
Q _ logjratio) 

log(l- ratio) ' 

In the Zipf distribution, the access frequencies of the data follows the 
ratiol{\-ratio) rule. For example, 80/20 rule means that 80 percent users are 
usually interested in 20 percent data items. 

The simulation parameter settings for our experiments are listed in Table 
2. Table 3 lists the algorithms we compared. All algorithms are implemented 
as described by their respective authors. Instead of using lower bound7, PKR 
algorithm uses PKR estimation to estimate the aed of the unallocated data 
items on the unallocated channels. 

The simulation experiments aim at studying the performance of our 
proposed PKR estimation approach and the BRDP algorithm, compared with 
another two algorithms7,8. Given data items with specific ratio and the 
number of broadcast channels K, if the set of the cut points we found is same 
as the set of optimal cut points, we call it hit. The performance metric of the 
algorithms is the hit rate (the distance to the best solution), which is the 
percentage of number of hits to number of experiments. For each given 
number of items with specific ratio, we performed 99 experiments, that is, 
the range of the number of channels varying from 2 to 100. 

Figure 10 shows the effect of the number of the data items on the hit rate 
for three different approaches under different ratios. Algorithm PKR is better 
than Hsu's algorithm. The reason is that PKR estimation can generally 
predict the aed of all data items more precisely than the lower bound in the 
partition operation. Due to the fitting deviation, when the distribution is near 
uniform (e.g., ratio = 0.55), PKR estimation is not good enough. Perhaps 
there are different choices of prediction function / which would lead to a 
better fit. Obviously, BRDP can tolerate the estimation error. In all 
simulation runs under the change of skew factor ratio, number of items, and 
number of channels, we observe in Figure 10 the results obtained by BRDP 
is of high quality and is in fact very close to the optimal one. In most cases, 
the hit rate of BRDP is higher than 95%, and it outperforms Hsu's algorithm 
about 2 times higher. 
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6. CONCLUSIONS 

We propose a restricted dynamic programming algorithm to solve the 
problem of allocating data items into multiple broadcast channels, and the 
proposed approach only takes 0(NlogK) time and space. In our approach, we 
adopt a prediction model which estimates the optimal aed of data items on 
multiple channels more precisely than lower bound. Simulation results show 
that the solution obtained by our algorithm is of very high quality and is very 
close to the optimal one. 

Error! Not a valid link.Error! Not a valid link.Error! Not a valid link.Error! 
Not a valid link. 

Figure 10. The effect of the number of data items under different ratios. 
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Abstract: Minimizing energy consumption of network operations remain a major concern 
in wireless sensor networks due to the limited energy capacity embedded in sen­
sor nodes. Clustering has been proposed as a potential solution to address this 
issue, some nodes being responsible for the data gathering of nodes located in 
their vicinity. However, in order to avoid inter-cluster interference, neighboring 
clusters must acquire different frequencies. As the specific constraints of wire­
less sensor networks favor a distributed approach, we analyze modified versions 
of distributed backtracking, distributed weak commitment and randomized al­
gorithms with a focus on energy consumption. In this context, we find that a 
heuristic may achieve better results than backtracking-based algorithms. 

Keywords: wireless sensor networks; frequency assignement. 

1. INTRODUCTION 

In exploring the possibilities of interconnecting the world but alleviated of 
the constraints of physical infrastructure, wireless sensor networks stand out 
as a promising technology. To embed sensing, communication and processing 
capabilities in tiny devices engendered a significant potential of applications, 
in fields as diverse as environment monitoring, target tracking, surveillance 
systems, etc. 

A bulk of research activities in wireless sensor networks has focused on 
reducing energy consumption of network operations. By considering that the 
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nodes at close proximity have redundant information and therefore, by limiting 
the number of nodes simultaneously active, significant energy savings can be 
achieved. Another solution consists in implementing energy-efficient network 
organization mechanisms such as clustering. With cluster formation, one ma­
jor concern is to allow simultaneous transmissions between neighboring cells 
while minimizing data collisions. Hence, the problem consists in allocating 
different frequencies (or different codes) to neighboring clusters. 

Although the frequency assignment problem has been largely addressed in 
the literature, new constraints pertaining to wireless sensor networks have been 
introduced, necessitating an evaluation from different perspectives. First, the 
lack of a centralized administration calls for a solution based on distributed al­
gorithms. Second, the limited power supply embedded in sensor nodes neces­
sitates the development of energy-efficient mechanisms. Current works in this 
context have emphasized on achieving optimal running time (i.e. minimizing 
overall delay), regardless the cost of energy consumption. However, although 
the evaluation of an algorithm may appear beneficial in terms of running time, 
it can be detrimental to applications such as environment monitoring, due to 
an excessive energy consumption resulting from a high processing cost or by a 
significant number of message exchanges. 

Considering the critical importance of energy conservation in such sensor 
network applications, we present in this paper a bi-criteria analysis of dis­
tributed frequency allocation algorithms, based not only on the overall delay 
of frequency allocation, but also on the overall energy consumption during the 
data transmission process. 

The rest of the paper is organized as follows. In Section II, we describe pre­
vious works addressing the frequency assignment problem in wireless sensor 
networks. An overview of the algorithms implemented in our study follows 
in Section III. The results of our evaluations are presented in Section IV. We 
conclude this paper with a description of some still unaddressed issues. 

2. RELATED WORKS 

Frequency assignment is a well-known NP-hard combinatorial problem, 
which can be formalized as an instance of the Graph Coloring problem. As 
this subject has been widely addressed in the literature and mainly for cellular 
networks, we refer the reader to previous publications for further details6'8'10. 

In wireless sensor networks, frequencies can be assigned in two different 
ways. The centralized approach considers that one node (e.g. the base station), 
at the root of the topology, can efficiently proceed with the frequency allocation 
process and distribute the results of the operation to the concerned nodes2. 
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However, this implies that the node positions are known by the root node, 
which introduces significant scalability issues. 

A more scalable approach consists in distributing the frequency allocation 
problem among the sensor nodes and in seeking for a solution locally. Yokoo 
and Hirayama9 propose several algorithms for distributed constraints satisfac­
tion problems: Asynchronous Backtracking, Asynchronous Weak Commit­
ment5 and Distributed Breakout Algorithm, adapted from the well-known back­
tracking algorithm to accommodate the constraints of distributed environments. 
The two first algorithms are studied in this paper. In Distributed Breakout Al­
gorithm (DBA), after an initial setup phase during which the constraints are 
weighted according to some predetermined parameters, the nodes exchange 
information on the possible weight reduction resulting from a modification of 
their current frequency assignment. The node maximizing the weight reduc­
tion proceeds with the modification. As an extension, Distributed Stochastic 
Algorithm1 improves over DBA by a stochastic change of the local frequency. 
However, these two algorithms present the drawback of requiring a global syn­
chronization, which we believe is not suitable for sensor networks. Therefore, 
they will not be considered in our study. 

An evaluation of algorithms developed for distributed constraints satisfac­
tion problems in wireless networks has been conducted7, with a focus on three 
specific problems: partition into coordinating cliques, distributed Hamiltonian 
cycle formation and conflict-free channel scheduling. For the latter problem, 
the authors implemented the asynchronous backtracking algorithm with a net­
work topology composed of 25 nodes and they analyzed the number of satis­
fied instances according to the number of channels available with a variation 
of the transmission radius. However, no evaluation has been conducted on the 
convergence time or on the number of message exchanges. 

Finally, a heuristic was proposed by Guo3, in which each node sends its 
randomly chosen frequency to its two-hop neighbors. Upon reception of this 
information, the channel is removed from the local channel pool. The appro­
priateness of this algorithm for sensor networks is difficult to evaluate as no 
simulation has been performed. There is also no mechanism to handle the 
situation where the frequency pool of a node becomes empty. In this paper, 
we analyze a heuristic based on a similar idea, but modified and completed in 
order to satisfy the constraints of our specific problem. 
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3. ASYNCHRONOUS DISTRIBUTED ALGORITHMS 

3.1 Problem Formulation 

The frequency assignment problem can be stated as follows. Given a wire­
less network composed of n nodes and its topology graph, a frequency is as­
signed to each node with respect to the following characteristics: 

• nnodes: x\..xn 

• m frequencies: f\..fm 

• 1 constraint: two adjacent nodes can not be allocated the same frequency 

• each node is allocated only one frequency 

We implemented three asynchronous algorithms, two of them being modified 
versions of the distributed backtracking and the weak commitment algorithms. 
The third algorithm is a heuristic, used as a comparison basis in order to eval­
uate the real benefit of the algorithms both in terms of convergence delay and 
energy consumption (represented as the number of messages sent and received 
by all the nodes). More details on the implementation are provided in the fol­
lowing subsections. 

3.1.1 Distributed Backtracking Algorithm 

This algorithm has been adapted from the backtracking algorithm to accom­
modate the constraints of distributed environments. After having informed its 
neighboring nodes of its frequency assignment, a node waits for any message 
indicating either a constraint violation or a new frequency allocation. The low­
est priority node must change its value first. If no satisfactory value can be 
found, the node notifies a higher priority node to change its local frequency. 
The process is repeated until the derivation of a satisfactory solution or until 
the realization that no solution can be found. A node priority can be set accord­
ing to its identifier, the smallest identifier having the lowest priority. Each node 
keeps track of the frequency assignment of all the surrounding nodes (located 
in the same neighborhood). 

Each node is characterized by a tuple (x{, fi), where xi is the identifier and 
fi the frequency allocated to the node. The algorithm is described in Figure 1. 

3.1.2 Asynchronous Weak-Commitment search 

Static priorities introduce limitations that the Weak Commitment search 
tried to overcome. The approach consists in dynamically adapting nodes prior­
ities according to their local constraints, in order to avoid an exhaustive search. 
The priorities are set in increasing order (the higher the value, the higher the 
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1: if received msg(xj, fj) then 
2: update locaLtable 
3: check-constraints 
4: end if 

procedure check.constraints 

1: if locaLtable and current_value are not consistent then 
2: if no value in possible-values consistent with locaLtable then 
3: backtrack 
4: else 
5: select new .value from possible-values 
6: current_value=new_value 
7: send msg(identifier, new_value) to neighbors 
8: end if 
9: end if 

procedure backtrack 

1: if no solution possible then 
2: send(no solution) with empty value; 
3: else 
4: sendmsg(identifier, Xi, ft)) where identifier refers to the local node and xi is the agent 

with the lowest priority 
5: remove (xi, ft) from locaLtable 
6: end if 

Figure 1. Distributed Backtracking Algorithm 

priority). Each time a node modifies its frequency (and thus consumes energy 
to inform its neighbors of its new frequency allocation), it increases its priority 
by one. Compared to an identifier-based priority assignment, this mechanism 
guarantees fairness (based on the number of frequency modifications). Further 
extensions are envisioned by setting priorities based on the energy level or on 
a node willingness to participate in the frequency allocation process. 

A description of the algorithm is given in Figure 2. 

3.1.3 Heuristic Algorithm 

In order to analyze the efficiency of the previous algorithms, we imple­
mented an algorithm based on a random frequency assignment. It allowed us 
to relax our system from the constraint of node identification which can gen­
erate significant overhead. The algorithm is based on the following principle: 
the nodes randomly choose a frequency among a predefined set, after a random 
waiting period. In the meanwhile, if a node receives a frequency assignment 
notification from a neighboring node, it updates its local table and randomly 
chooses a frequency in the remaining frequencies pool. If a node receives a 
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procedure check.constraints 

1: if locaLtable and current_value are not consistent then 
2: if no value in possible.values consistent with local-table then 
3: backtrack 
4: else 
5: select new.value from possible-values while minimizing the number of constraints 

violation with lower priority agent 
6: current_value=new_value 
7: send msg(identifier, new.value) to neighbors 
8: end if 
9: end if 

procedure backtrack 

1: if no solution possible then 
2: send(no solution) with empty value; 
3: else 
4: send msg(identifier, xi, £)) where Xi is the agent with the lowest priority 
5: remove (xi, fi) from the local table 
6: current priority-H-
7: send msg (xi, fj, current-priority) to neighbors 
8: end if 

Figure 2. Distributed Weak Commitment Algorithm 

conflicting frequency notification after it has already chosen a frequency, the 
receiver node has to change its frequency and has to inform its neighbors of 
its new frequency. If no frequency is available, the node re-initializes its local 
table (i.e. it removes all values previously registered from the table), picks up 
a random frequency and informs its neighbors of its new value. Once no local 
constraint is violated, the algorithm stops. A sketch of the algorithm is given 
in Figure 3. 

4. EVALUATION 

Whereas previous studies mainly evaluated the performance of distributed 
algorithms based on the execution time, we believe that, in sensor networks, 
energy consumption is a more critical criterion. Although technological ad­
vances have been achieved in the domain of energy supplies, a sensor node's 
lifetime still remains constrained. It thus becomes necessary to focus not only 
on the execution time but also on the energy consumption during the network 
operations. 

In the following section, we first analyze the impact of the network size on 
the execution time of the algorithms and the energy consumption (in terms of 
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Initialization 

1: wait random time 
2: if received msg(fj) then 
3: update local.table 
4: check-constraints 
5: else 
6: choose random frequency among possible values 
7: end if 

procedure check-constraints 

if locaLfreq and value in local-table are not consistent then 
if no value in possible-values consistent with local-table then 

reinitialize local-table 
choose new_fr and send msg(new_fr) to neighbors 

else 
select new_fr from possible_values 
local _freq=new_fr 
send msg(locaLfreq) to neighbors 

end if 
end if 

Figure 3. Heuristic Algorithm 

number of messages sent and received). Then, we study the influence of the 
size of the frequency group. 

4.1 Assumptions 

In our study, we made the following assumptions: 

• The propagation delay is considered negligible compared to the trans­
mission delay. This hypothesis is justified if we consider that the trans­
mission radius is around 20 meters and that the propagation speed is the 
speed of light. The propagation delay is then in the order of the nanosec­
ond. 

• The propagation distance can not exceed 20 meters. 

• For the algorithms needing node identification (distributed backtracking 
and weak commitment), we assume that the node identifiers are set be­
fore the network deployment and are unique. 

• All the packets are successfully delivered. 

4.2 Simulation Results 

The following results represent an average over 50 simulation runs, with test 
topologies uniformly generated at random. 
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The energy consumption is evaluated according to the radio propagation 
model described by Heinzelman et al.4, where the energy to transmit a packet 
ETX and to receive a packet ERX can be computed such as: 

ETX = lEelec + ltd 

ERx = IE dec 

where Ee\ec = 50nJ/bit, I is the packet size, e = 100pJ/bit/m2 and d is the 
transmission distance. 

In the simulations, we assume a 25-byte packet size, with a 2-byte node 
identifier and 5 bits reserved for the frequency assignment. 

Figure 4 depicts the impact of the network size on the execution time of the 
studied algorithms. The Backtracking algorithm and the Weak Commitment 
algorithm significantly outperform the Heuristic algorithm, and achieve an im­
provement in term of execution time around five times higher than the Heuristic 
algorithm for a topology of 100 nodes. As expected, the Weak Commitment 
algorithm also performs on average better than the Backtracking algorithm, 
especially when the size of the network increases. 

- ^ Backtracking 
" • • Weak Commitment 
1 • ' Heuristic 

10 20 30 40 50 60 70 80 90 100 

Number of Nodes 

Figure 4. Impact of the network size on the execution time 

However, from an energy perspective, the Heuristic algorithm achieves ex­
cellent results compared to the two other algorithms (Figure 5). The difference 
with the backtracking-based algorithms becomes more significant with the in­
crease of the network size. 

For an average of four neighbors per node, the increase of the number of 
frequencies in the frequency pool has little impact on the relative performance 
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Figure 5. Impact of the network size on the energy consumption 

of the algorithms (Figure 6), the Weak Commitment algorithm still performing 
the best. 
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Figure 6. Influence of the number of frequencies on the execution time 

When the number of frequencies increases, the energy performance of the 
Heuristic algorithm remains excellent, independently of the number of fre­
quencies (Figure 7). The exponential decrease of the energy consumption can 
be explained by the fact that the probability that two nodes choose the same fre­
quency progressively decreases when the size of the frequency pool increases. 

The increase of the network density does not have any impact on the perfor­
mance of the Heuristic (Figure 8). Even if its performance is relatively poor 
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Figure 7. Influence of the number of frequencies on the energy consumption 

compared to the Weak Commitment and Backtracking algorithms, it presents 
a more stable behavior than the other two algorithms. The performance of the 
backtracking algorithm deteriorates with the increase of the network density. 
The Weak Commitment algorithm in turn shows a relatively stable behavior. 
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Figure 8. Influence of the network density on the execution time for a network topology of 
50 nodes and 20 frequencies available 

When the network density increases, the Heuristic algorithm achieves the 
best performance in terms of energy consumption (Figure 9). 

The results obtained in the simulations are summarized in Table 1. The al­
gorithms which perform best for each category of tests are pointed out. 
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Figure 9. Influence of the network density on the energy consumption for a network topology 
of 50 nodes and 20 frequencies available 

Table 1. Best performing algorithms according to the tested criteria 

Scalability 

Frequencies 

Network Density 

Execution Time 

Energy 

Execution Time 

Energy 

Execution Time 

Energy 

Weak Commitment 

X 

X 

X 

Heuristic 

X 

X 

X 

5. CONCLUSION AND FUTURE WORK 

In the context of Wireless Sensor Networks, the frequency allocation prob­
lem does not yield a unique solution. From an execution time perspective, 
the Weak Commitment algorithm performs the best whereas the Heuristic al­
gorithm achieves the best results in term of energy consumption. A tradeoff 
between energy conservation and speed of convergence seems to be necessary. 
A fast running time may be critical for some applications whereas for some 
other applications a longer lifetime may suffice. 

To determine which algorithm would be preferable, one solution would be to 
extend the experiments by introducing some criteria which have been ignored 
so far. Indeed, as stated previously, the transmission time has been neglected 
but may have an influence for low bandwidth implementations (in the order of 
several kb/s). Moreover, packet loss should be introduced for a more realistic 
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representation of network operations. These criteria can impact the results 
especially when the number of messages increases. A shift of performance 
of the execution time may occur between the Weak Commitment algorithm 
and the Heuristic algorithm, but tests and further simulations are needed for a 
complete validation. 

REFERENCES 

1. Distributed Sensor Networks, a multiagentperspective, edited by V. Lesser, C.L. Ortiz, Jr 
and M. Tambe (Kluwer Academic Publications, 2003). 

2. V. Annamalai, S.K.S. Gupta,, and L. Schwiebert, On tree-based convergecasting in wire­
less sensor networks, in: IEEE Wireless Communications and Networking, Vol.3, 1942 — 1947 
(2003). 

3. C. Guo, L.C. Zhong, and J.M. Rabaey, Low power distributed mac for ad hoc sensor radio 
networks, in IEEE Global Telecommunications Conference, Vol. 5, 2944 - 2948 (2001). 

4. W.B. Heinzelman, A.P. Chandrakasan, and H. Balakrishnan, An application-specific pro­
tocol architecture for wireless microsensor networks, in IEEE Transactions on Wireless Com­
munications, Vol. 1, 660670 (2002). 

5. K. Hirayama and M. Yokoo, The effect of nogood learning in distributed constraint satis­
faction, in 20th IEEE International Conference on Distributed Computing Systems, 169 — 177 
(2000). 

6. I. Katzela and M. Naghshineh, Channel assignment schemes for cellular mobile telecom­
munication systems: a comprehensive survey, IEEE Personal Communications, 3(3), 10 — 31 
(1996). 

7. B. Krishnamachari, S. Wicker, R. Bejar, and C. Fernandez, On the complexity of dis­
tributed selfconfiguration in wireless networks, Telecommunication Systems, Special Issue on 
Wireless Networks and Mobile Computing, 169 - 177 (2000). 

8. M. Sengoku, H. Tamura, S. Shinoda, and T. Abe, Graph and network theory and cellular 
mobile communications, in IEEE International Symposium on Circuits and Systems, Vol. 4, 
2208-2211(1993). 

9. M. Yokoo and K. Hirayama, Algorithms for distributed constraint satisfaction: A review, 
Autonomous Agents and Multi-Agent Systems, 3(2), 185 — 207 (2000). 

10. D. Youngs, Frequency assignment for cellular radio networks, in Fifth IEEE Conference 
on Telecommunications, 179 — 183 (1995). 



FAST HANDOFF SUPPORT IN AN IP-EVOLVED 
UMTS ARCHITECTURE 

Lila Dimopoulou, Georgios Leoleis, Iakovos S. Venieris 
School of Electrical and Computer Engineering, National Technical University of Athens, 9 
Heroon Polytechniou str, J57 73 Athens, Greece 

Abstract: IP technology will play a key role in beyond 3G systems, which face the great 
challenge of integration in order to provide seamless service to users anywhere 
and anytime. Apart from its natural role as a unifier, IP also comprises the 
main drive for network evolution towards all-IP network infrastructures. In 
this regard, we exploit IP as an enabler for the evolution of the UMTS packet-
switched core network, eliminating its duality at user and transport level. We 
focus on mobility management in the core network, which is handled by pure 
IP mechanisms (Mobile IPv6, MIPv6), and on the support of fast handoff 
across UMTS access networks by means of the IETF's Fast MIPv6 proposal. 
Emphasis is put on identifying the proper interaction points between the Fast 
MIPv6 operation and the UMTS-specific Serving Radio Network Subsystem 
(SRNS) relocation procedure in order to provide a seamless handoff service to 
the user while not compromising the network's performance and scalability. 

Key words: Fast Handoff; Fast Mobile IPv6; Beyond 3G System; SRNS Relocation. 

1. INTRODUCTION 

IP technology has evidently played a key role in cellular mobile systems, 
such as the UMTS, where it has been adopted as the transport means of the 
packet switched (PS) core network, as an effort to support packet-based ser­
vices in an efficient and cost effective manner. Although its impact has been 
primarily economic, considering the homogenization it achieves on the net­
work resulting in the latter's easier maintenance and operation, it has be­
come an imperative need from technological standpoint in future mobile 
networks - beyond 3rd Generation (3G) networks - facing the great chal-
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lenge of integration in order to provide seamless service to users anywhere 
and anytime. 

Such integration involves all networks that simply co-exist nowadays, 
namely 3G cellular systems, Wireless Local Area Networks (WLANs), mo­
bile ad-hoc networks, Personal Area Networks etc. World-wide roaming be­
tween various network technologies, continuously growing in heterogeneity, 
necessitates their seamless integration. IP is naturally the best choice to serve 
the internetworking and unification of these diverse technologies. However, 
apart from its role as a unifier, IP technology will also be the main drive for 
network evolution towards all-IP core networks. By that we mean that cellu­
lar infrastructures are directed to adopting IP as the basis for networking in 
the core network, for the latter to become access technology agnostic, and to 
allow a more efficient and straightforward integration with diverse access 
technologies. 

In this paper, we address the IP technology as an enabler for network 
evolution, on the basis of the UMTS infrastructure. We propose a target ar­
chitecture, where the UMTS Terrestrial Radio Access Network (UTRAN) 
forms the user's access means towards an all-IP core network. The duality of 
IP in application (user) and transport level2, as it is the case in the UMTS PS 
core network, -jeopardizing network efficiency and performance - is elimi­
nated, and a single IP layer is employed for all functionalities. Our focus has 
been brought on mobility management in the core network where pure IP-
based solutions, and in particular Mobile IPv63 -MIPv6-, are adopted. Our 
contribution however concerns the application of the IETF's Fast MIPv6 
mechanism4 at the borders of the core network for achieving seamless hand-
offs across UMTS access networks. This necessitates an in depth study of 
the UMTS procedures5 executed during handover for rendering their seam­
less interworking with IP handoff procedures feasible. 

The rest of the paper is structured as follows. Section 2 presents the 
background in Mobile IPv6, IPv6 address autoconfiguration and Fast Hand-
off issues with the aim to identify the main contributions of handoff delay. In 
section 3, the target architecture is introduced and the Fast Handoff proce­
dure in the context of the proposed environment is described in great detail. 
Certain issues regarding the handoff procedure and enhancements to it are 
examined in section 4 while section 5 concludes our paper. 

2. BACKGROUND 

2.1 Mobile IPv6 

Mobile IPv63 comprises the IETF solution for handling the mobility of 
hosts in IPv6 networks. It extends the basic IPv6 functionality by means of 
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header extensions rather than being built on top of it, as it is the case with 
MIPv4. Its fundamental principle is that a mobile host should use two IP ad­
dresses, a permanent address - the home address, assigned to the host and 
acting as its global identifier - and a temporary address - the care-of address 
(CoA), providing the host's actual location -. A mobile host (MH), while 
attached to its home network, is able to receive packets destined to its home 
address, and being forwarded by means of conventional IP routing. When 
the host crosses the boundaries of its serving network, movement detection 
is performed in order to identify its new point of attachment and further ac­
quire a new CoA (nCoA). Once configured with a CoA, the MH needs to 
send a Binding Update (BU) message to its Home Agent (HA) to register 
this 'temporary' address. This CoA is obtained through IPv6 address auto-
configuration mechanisms; however, the time needed for autoconfiguration 
and for the Binding Management to complete sets the MIP operation ineffi­
cient for fast intra-domain movements. 

According to the typical Mobile IP operation, the correspondent host 
(CH) addresses the MH at the latter's home address, and consequently does 
not need to implement the specific IPv6 extensions, which actually form 
MIPv6. In the opposite case - when the CHs are augmented with the MIPv6 
functionality - then route optimization can be used for the direct delivery of 
packets to the MH without the intervention of the HA. The CHs are able to 
associate the MH's home address with a CoA - via BUs transmitted by the 
MH to CHs. However data packets will not be encapsulated for delivery to 
the MH, as is the case in MIPv4, but instead an IPv6 Routing header will be 
used for this purpose. These packets have as destination address the MH's 
CoA. The 'home address' information, required to preserve transparency to 
upper layers and ensure session continuity, is included in the routing header. 
In the reverse direction, packets have as source address the host's CoA while 
the home address is included in the newly defined home address destination 
option. 

2.2 Handoff View of IPv6 Address Autoconfiguration 

There are two mechanisms defined for the allocation of an IPv6 address 
to a node: the stateless and the stateful autoconfiguration. The stateful 
mechanism requires a Dynamic Host Configuration Protocol server to per­
form the address assignment to the IPv6 node. On the other hand, the state­
less autoconfiguration procedure does not need any external entity involved 
in the address autoconfiguration (apart from the entity functioning as the first 
hop IP router, referred to as the access router -AR-). The stateless mecha­
nism6 allows a host to generate its own addresses using a combination of 
locally available information and information advertised by ARs. The latter 
advertise prefixes that identify the subnet(s) associated with a link, while 
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hosts generate an 'interface identifier' that uniquely identifies an interface on 
each subnet. A global address is formed by combining the two. The forma­
tion of an address must be followed by the Duplicate Address Detection 
(DAD) procedure in order to avoid address duplication on links. Since it is 
the interface identifier that guarantees the uniqueness of the address -all 
hosts on the link use the same advertised prefix-, it suffices to perform DAD 
on the link local address. The latter is formed by appending the interface 
identifier to the well-known link-local prefix (FE80::) and only allows for 
IP-connectivity with nodes located at the same link. Global addresses formed 
from the same interface identifier need not be tested for uniqueness. In brief, 
the address autoconfiguration is composed of the following steps: 

1. The host generates a link-local address for its interface on a link 
2. It then performs DAD to verify the uniqueness of this address, i.e. ver­

ify the uniqueness of the interface identifier on the link 
3. It uses the prefix(es) advertised by routers for forming a global ad­

dress. DAD is not needed if the same interface identifier as in the link-local 
address is used. 

When a host handoffs to a new subnet, it needs to be configured with a 
new global address, which is topologically correct, for being able to receive 
data on the new link. As it is expected, DAD needs to be performed for this 
address so as to verify its uniqueness on the link. As before, DAD can be 
once executed on the host's link-local address, given that the newly formed 
global address uses the same interface identifier. The basic deficiency com­
ing along with DAD execution is that it adds delay to the handover. For the 
IP connectivity to be regained, after the establishment of link-level connec­
tivity, some additional time is needed. In particular, during DAD, the host 
transmits a Neighbor Solicitation for the tentative link-local address and 
waits for RetransTimer milliseconds7 till it considers the address unique. 
More precisely, the exact number of times the Neighbor Solicitation is 
(re)transmitted and the period between consecutive solicitations is link-
specific and may be set by system management. DAD only fails if in the 
mean time, the host receives a Neighbor Advertisement for the same address, 
meaning that another host is using the being questioned address or if another 
host is in the progress of performing DAD for the same address and has also 
transmitted a Neighbor Solicitation. From the above it is deduced that at 
least a link-wide round-trip is needed for performing DAD while 1 .5-2 
round-trips are required in total for the whole autoconfiguration procedure if 
the router discovery (step 3) is performed in the sequence. 

2.2.1 UMTS links 

Let us examine how the IPv6 stateless address autoconfiguration mecha­
nism is supported in UMTS8, as it is recommended by the IETF IPv6 WG9, 
and which of its inherent delays are eliminated. We should first present the 
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UMTS architecture in an IP centric view and understand how UMTS links 
are viewed from the IP layer. According to UMTS terminology, the Packet 
Data Protocol (PDP) context defines a link between the cellular host and the 
GGSN (Gateway GPRS Support Node), over which packets are transferred. 
An IP address is initially assigned to a primary PDP context while zero or 
more secondary PDP contexts use the same IP address. Thus, all PDP con­
texts using the same IP address define a link (a point-to-point link, referred 
to as UMTS link). A host may have activated more than one primary PDP 
contexts, i.e. may have more than one links to the GGSN(s). 

Over the UMTS links, the host should configure a link-local address for 
on-link communication with the GGSN, and global address(es) for commu­
nication with other hosts. What is most important here is that the GGSN as­
signs the interface identifier to the host for forming its link-local address 
(corresponding to a UMTS link). The GGSN only has to ensure that there 
will be no collision between its own link-local address and the one of the 
cellular host, i.e. between its own interface identifier and the one assigned to 
the host. As a consequence, the host does not need to perform DAD for this 
address. Moreover, the cellular host must form a global address, based on the 
prefix(es) advertised by the GGSN. However here, the GGSN assigns a pre­
fix that is unique within its scope to each primary PDP context. The unique­
ness of the prefix suffices to guarantee the uniqueness of the MH's global 
address. This approach has been chosen taking into account that hosts may 
use multiple identifiers (apart from the one assigned by the GGSN) for form­
ing global addresses, including randomly generated identifiers (e.g. for pri­
vacy purposes). This avoids the necessity to perform DAD for every address 
built by the MH. To sum up, the way address autoconflguration is performed 
in UMTS eliminates the need for DAD messages over the air interface and 
therefore removes this factor of delay. The afore-described concepts are 
summarized in Table 1. 

Table 1. IPv6 autoconflguration concepts 
Shared Links UMTS Links (Point-to-Point) 

Interface Iden­
tifier 
Link-local 
address 
uniqueness 
Prefix 

Global address 
uniqueness 
DAD 

Generated by the host 

Guaranteed, DAD is performed 

Assigned by the Router to all hosts on 
the link 
Guaranteed if using the Interface ID of 
link-local address 
Needed for the link-local address and 
for global addresses using other Inter­
face IDs 

Assigned by GGSN 

Guaranteed, GGSN is the only 
neighbor on the link with a 
different Interface ID 
Unique prefix assigned to host 
by GGSN 
Guaranteed due to Unique Pre­
fix 
Not needed 
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2.3 MIPv6 Enhancements towards Fast Handoffs 

As obviated earlier, MIPv6 presents some deficiencies due to the inherent 
delays introduced by address autoconfiguration and binding management. 
Fast MIPv64 (FMIPv6) comes to address the following problem: how to al­
low a mobile host to send packets as soon as it detects a new subnet link, and 
how to deliver packets to a mobile host as soon as its attachment is detected 
by the new access router. In other words, FMIP's primary aim is to eliminate 
the two factors of delay in address autoconfiguration. It achieves this by in­
forming the mobile host, prior to its movement, of the new AR's advertised 
prefix, IP address and link layer address. The mobile host is already config­
ured with the new address at the time it attaches to the new link. Supposing 
that the uniqueness of the address is guaranteed, the host can start sending 
packets in the uplink direction, setting the new address as the source address 
of these packets. In the downlink direction, a factor of delay is yet intro­
duced before the new AR (nAR) can start delivering packets to the host. The 
nAR typically starts the Neighbor Discovery operation as soon as it receives 
packets for a host, in order to detect its presence and resolve its link layer 
address. This operation results in considerable delay that may last multiple 
seconds. In order to circumvent this delay, the FMIPv6 procedure requires 
from a MH to announce its attachment through a Fast Neighbor Advertise­
ment (FNA) message that allows nAR to consider it reachable. 

FMIPv6 is also essential for de-correlating the packet reception and 
transmission capability of the host from the time needed for the Binding Up­
dates to HA and CHs to complete. This is required for two reasons: 

1. The MH cannot start sending packets to CHs it communicates with, 
setting as source address the new CoA, prior to sending a BU to them, since 
the CHs will drop these packets. 

2. The MH will not be able to receive packets from CHs at its new ad­
dress, till the CHs update their caches for the host. 

These two problems are basically addressed by setting up a bidirectional 
tunnel between the old AR and the MH at its nCoA. The tunnel remains ac­
tive until the MH completes the Binding Update with its communicating 
hosts. To CHs, the mobile host is located at the old subnet; the old path is 
temporarily extended with the branch old AR - nCoA of host for allowing 
communication to continue during the IP handoff transition period. The full 
path is reestablished when the Binding Update procedure completes. 

In brief, the operation of the protocol is as follows: the host sends a 
Router Solicitation for Proxy (RtSolPr) message to its AR so as to obtain 
information - e.g. prefix - related to available access points. The AR serving 
the user responds with a Proxy Router Advertisement (PrRtAdv) containing 
the requested information and thus allowing the mobile host to perform ad­
dress autoconfiguration as if it had already migrated to a new link. The host, 
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after formulating a prospective new CoA, sends a Fast Binding Update 
(FBU) to its AR for requesting the tunneling of packets addressed to its old 
CoA (0C0A) towards its nCoA. The AR serving the host (referred to as old 
AR, oAR) exchanges Handover Initiate (HI) and Handover Acknowledge 
(HAck) messages with the nAR for initiating the process of the MH's hand­
over, while possibly validating the nCoA formed by the host. The oAR re­
sponds to the MH with a Fast Binding Acknowledge (FBack) message on 
both links (old and new) and starts the tunneling of arriving data. The MH, 
as soon as it attaches on the new link, transmits an FNA for informing the 
nAR of its presence. Packets from this point on can be delivered to the MH. 

3. TARGET ARCHITECTURE 

Before presenting our reference architecture, we shall elaborate on the 
requirements that the architecture should meet. We aim at a fully homoge­
nized, access-agnostic core network (CN) solution that will cover the major­
ity of access technologies under the IP suite umbrella. As a first step, we 
shall use the advanced radio access technologies offered by UTRAN. More­
over, the proposed solution should leave the UTRAN intact, that is, the core 
network should only view the standard Iu interface10 and utilize its standard­
ized capabilities. Further, the architecture, being IP-centric, should support 
all functionalities implemented by legacy UMTS protocols. Our focus how­
ever is placed on mobility management. Last, Fast Handoff should not be an 
access-dependent capability. Instead, it should be supported by the access-
agnostic core network for handling the movement of the users across any 
access network. 

Based on these requirements, we propose a target architecture, being 
evolved from the legacy UMTS network, with a view to bring the IP layer 
closer to the access network while maintaining performance, efficiency and 
scalability. To this aim, we integrate both GPRS Support Nodes (GSNs) of 
the UMTS PS core network, to form a single node, named as UMTS Access 
Router (UAR), and situated at the border of the RAN and the CN of the cel­
lular infrastructure. In this way, the UMTS PS core network is replaced with 
a fully IP-compatible backbone where the UAR acts as the first-hop IP 
router. Traditional UMTS mechanisms in the CN, such as mobility manage­
ment, being based until now on the heavy GPRS Tunneling Protocol (GTP) 
operation5, are handled by IP-oriented ones. Mobile IPv6 is adopted as the 
ultimate mobile IP solution and hence, the user's movement across UARs 
will trigger the Binding Update procedure with the HA and/or CHs and not 
the re-establishment of GTP tunnels. However, the basic strength of the pro­
posed architecture lies in that UARs run Fast MIPv6 for enabling the fast 
handoffs of Quality-of-Service (QoS) stringent sessions across RANs that do 
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not allow for soft handoff . This IP-based fast handoff capability also ren­
ders the UMTS Gn interface2 among UARs redundant, since location man­
agement functionalities are now covered by FMIPv6. 

UAR protocol stack 

SM/MM to MS | p to CHs, UAR 

'Fast MlPv6* * 

SCCP 
Signall ing 

Bearer 

L2 

GTP-U 

UDP/IP 

L2 

L1 

Control plane User plane 

Figure 1. Target Architecture and UAR protocol stack 

Fig. 1 depicts the target architecture; as it is shown, the UAR is mediated 
among UTRAN and the IP-based core network while trying to hide the pecu­
liarities of the former towards the latter (by terminating legacy UMTS Non-
Access-Stratum protocols for Session and Mobility Management - SM, 
MM). Moreover, no change in the UMTS protocol stack over the communi­
cation links with UTRAN (Iu-PS interface) has been effected, in both control 
and user planes. Fast MIP runs over the UTRAN user plane towards the 
Mobile Stations (MSs) while it also interoperates with RANAP (Radio Ac­
cess Network Application Protocol), as it will be described below, for effi­
ciently handling the MS's handoff across UARs. 

3.1 Fast Handoff Procedure 

In this section, we provide the full details of interoperation between 
UMTS and IP mechanisms during the handoff procedure. Our main objec­
tive has been to find the appropriate points of interaction (triggers) between 
the two layers - UMTS and IP - for enhancing overall handoff performance. 
The SRNS (Serving Radio Network Subsystem) relocation5, as performed in 
UMTS when the user is being served by a new RNC (Radio Network Con-

Soft handoff- macro-diversity - enables a seamless type of handover at layer 2. This is not 
applicable to inter-technology handoffs or even intra-technology ones, such as UTRAN-
UTRAN handoffs, where the RANs are not interconnected (Iur interface not available). 

2 The Gn interface lies between two SGSNs and is implemented by GTP. It mainly carries out 
location management functionality. 
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troller), is the basis of the Fast Handoff procedure introduced, while interop-
eration with the FMIP protocol additionally takes place. 

The handoff scheme, as depicted in Fig. 2, is triggered by UTRAN func­
tions - sbased on measurements between the MS and the RNC serving the 
user. The SRNS relocation procedure starts and is composed of two main 
phases; a) the reservation of resources on the new link -between the target 
RNC and target UAR-, b) the target RNC takes over the serving RNC 
(SRNC) role and starts delivering data to the MS. According to the UMTS 
standardized procedure, a temporary GTP tunnel is used between the con­
cerned RNCs for the forwarding of data following the old path until the new 
one - GGSN to target RNC - is updated. Although this forwarding capabil­
ity is a built-in functionality of SRNS relocation, we choose instead to use 
the IP tunnel -used in FMIP- between the involved UARs. 

Looking at the procedure in Fig. 2, the Relocation Required message 
comprises the L2 trigger at oUAR for transmitting a PrRtAdv to the MS. For 
the sake of simplicity, we will assume that the MS has activated one primary 
PDP context with possibly multiple secondary ones and therefore has been 
assigned one prefix for forming its global address(es). Before transmitting 
the Advertisement, the oUAR performs a target RNC - nUAR resolution for 
being able to fill the advertisement with the relevant information for the 
nUAR. At this point, we will assume that the oUAR knows the new prefix to 
be assigned to the MS for the corresponding PDP context, and we explain 
later how this is performed. The advertisement reveals to the MS informa­
tion, such as the prefix used for address autoconfiguration and the nUAR's 
IP address. The message is sent unsolicited, in which case it acts as a net­
work-initiated handover trigger, and not in response to a Router Solicitation 
for Proxy message from the MS where it would be required that the MS be 
aware of an identification of its attachment point (e.g. RNC). 

The MS, in response to the PrRtAdv, formulates a new CoA based on the 
advertised prefix and sends a Fast Binding Update message to the oUAR. 
The source address is set to the oCoA while the alternate care-of address op­
tion is set to the nCoA. This message declares to the oUAR that it should 
forward data addressed to the oCoA towards the nCoA. The oUAR needs 
however to ensure that the new address can be used; note that address -
prefix- assignment is performed by nUAR. Moreover, the oUAR will only 
start the forwarding if it is assured that resources have been reserved in the 
new path. Optionally, it may start buffering data, for example, in the case of 
lossless PDPs, in parallel to forwarding the data to the source RNC. The pro­
cedure continues with a Handover Initiate to the nUAR. This message re­
quests from nUAR to verify the validity of the host's nCoA, and in the nega­
tive case the assignment of a new one. The nUAR may also create a host 
route entry for oCoA in case the nCoA cannot be accepted or assigned. 
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The nUAR will only respond to HI after it relocates the Iu bearers. Note 
that the context information for these bearers is carried in the HI message, by 
means of a new option defined for this purpose. This mainly involves Ses­
sion Management parameters for the MS's PDP contexts, such as QoS re­
lated information etc. The nUAR instructs the reservation of resources to­
wards the new RNC by means of the Relocation Request message. In paral­
lel, it checks whether the nCoA is valid and if not, it assigns a new address 
to the host - i.e., it only modifies the prefix - . After receiving the confirma­
tion for the relocation of Iu bearers -Relocation Request Acknowledge-, it 
can respond to the oUAR with a Handover Acknowledge indicating that it 
accepts handover and that the forwarding of data can start. The new CoA is 
also included in the message if the nUAR does not accept the one assigned 
by the oUAR. Note here that the nUAR has to update the PDP contexts with 
the new address assigned to the host and also creates a proxy neighbor entry 
for this address and starts defending it. 

The oUAR, after receiving the HAck, responds to the MS with a FBack 
where it indicates the nCoA - carried in the alternate care-of address option 
- to be used, if needed. This message is sent both over the old and new link. 
In the former case, it has as destination the 0C0A while in the latter case the 
nCoA is used. Typically, this will be the first packet buffered at the nUAR 
for the MS's nCoA. The oUAR at this point instructs the source RNC to start 
the execution of the relocation - Relocation Command - , meaning that the 
source RNC from this moment will no longer be able to deliver packets to 
the host. In the meantime, the oUAR after receiving the HAck may also start 
the forwarding of data to the nCoA. After receiving the Relocation Com­
mand, the source RNC will instruct the MS to reconfigure itself and set the 
target RNC as its serving one. This is performed by means of a Radio Re­
source Control (RRC) message sent to the MS; the latter informs accordingly 
the target RNC, with an RRC message, that it has been reconfigured, which 
means that theoretically the target RNC is capable of delivering data to the 
MS. In parallel to the physical channel reconfiguration, the involved RNCs 
also exchange SRNS contexts for the supported Radio Access Bearers 
(RABs). This context information will allow the target RNC to support de­
livery order or lossless service for RABs, when this has been requested. 

When the target RNC detects the MS, it notifies accordingly the nUAR -
Relocation Detect - and starts the SRNC operation. This means that it may 
start processing upstream packets coming from the MS and forward them 
towards the nUAR. Moreover, it can start forwarding downstream packets, if 
available, towards the MS, given that the latter has reconfigured itself. The 
Relocation Complete comprises the link-up L2 trigger to the nUAR, which is 
informed of the MS's arrival on the new link. However, the forwarding of 
buffered packet towards the new RNC can not immediately start upon re­
ceipt of this message. Recall that the nUAR buffers packets addressed to 
nCoA after the request to do so by oUAR via the HI message. 
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At this point, we should examine when exactly packet forwarding to the 
MS is performed. If the MS has received the FBack message over the old 
link, then it has already updated its PDP context with the nCoA. In this way, 
packets buffered at the nUAR and addressed at the nCoA can be delivered 
over this PDP context. This is communicated to the nUAR by means of an 
FNA message, with the expected nCoA as source address, transmitted by the 
MS as soon as it is reconfigured. If a different address is identified by the 
nUAR (e.g. when FBack is not received over the old link and a non-valid 
address was assigned by oUAR), then the latter responds with a Router Ad­
vertisement with the Neighbor Advertisement Acknowledge option for indi­
cating an alternate prefix to the MS. The MS subsequently forms a new Co A 
and modifies the respective PDP context. The nUAR may now start the for­
warding of packets and also updates its neighbor cache. As expected, the MS 
will receive the FBack message on the new link. At this point, the MS re­
ceives packets addressed to its 0C0A and being encapsulated by the oUAR 
towards its nCoA. In the reverse direction, packets have as source address 
the 0C0A for not interrupting communication with the CHs, and are reverse 
tunneled towards the oUAR. Next, the MH may proceed with the MIPv6 
Binding Update procedure with its HA and CHs. 

3.2 Further Issues 

3.2.1 Interface Identifier and Prefix Assignment 

We shall analyze how the assignment of interface identifiers and prefixes 
may be performed by UARs in the context of an operator's IP domain. Each 
UAR is configured with an interface identifier which is used for its link-local 
address. Moreover, the UAR has to assign a unique interface identifier to 
each MS, for the latter to form its link-local address. The only requirement is 
that the UAR's identifier must not collide with the one assigned to the MS. 
Taking into consideration that the MS might roam to a new UAR within the 
IP domain, we propose that each UAR knows the Interface Ids belonging to 
all UARs and assigns Interface Ids to MSs that do not collide with the ones 
assigned to UARs. When the MS camps away from its serving UAR, it can 
continue using the same link-local address with the new UAR. 

As for the Prefixes advertised by PrRtAdvs, we present an example of 
how they can be calculated by UARs, trying to avoid collisions with already 
assigned ones. Assuming that the operator's network, comprised of four 
UARs, has been assigned an n-bit prefix, then the operator assigns 264 ~ n "2 

prefixes -links- to each UAR. Prefixes are identified as belonging to each 
UAR by means of the two bits 64-n-l and 64-n-2. When an UAR proxies an 
advertisement from a neighboring router, it simply sets these 2 bits for the 
advertised prefix to belong to the router being proxied. Certainly, collisions 
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may arise, if this prefix is already assigned to a MS being served by the 
neighboring router. However, we can avoid collisions if neighboring ARs 
are configured to start assigning different prefixes to MSs - e.g. one starts 
from the low order bits and the other from the high order bits - . In areas 
where roaming between UARs is a frequent event, the operator may even 
resort to configuring UARs to set non-overlapping bits in their prefixes - i.e. 
one sets only the low bits while the other sets only the high bits. 

o p e r a t o r n e t w o r k ' s b i t s a s s i g n e d to 
p r e f i x M S s f o r P O P 
r . b i t s i d e n t i f y i n g c o n t e x t s 

_ ^ ~ - ^ ^ - ^ _ t h e A R _ _ _ _ _ _ _ - ^ ^ V ^ _ 

n b i t s 1 1 

64 

h i g h l o w 

bi ts 

I n t e r f a c e I d e n t i f i e r 

6 4 b i t s 

Figure 3. Prefix Assignment to MSs 

3.2.2 Context Transfer 

During the SRNS relocation procedure in UMTS, context transfer is per­
formed at two levels of the architecture; between SGSNs -MM, PDP con­
texts- and between RNCs -SRNS contexts-. We attempt to identify which 
of these contexts are still meaningful within the new architecture. MM and 
PDP contexts are kept unchanged and are transferred between UARs by 
means of an extension to the HI message, as indicated earlier. As for the 
SRNS contexts, their main parameters are the GTP-U sequence numbers 
(SNs) next to be transmitted in both directions and the PDCP11 (Packet Data 
Convergence Protocol) SNs to be used for data transmission from and to the 
MS. This information refers to each Radio Access Bearer -corresponding to 
a PDP- activated for the MS. Note that GTP-U packet sequencing is used 
when 'delivery order' is requested. In this case, the GGSN and RNC GTP-U 
protocol entities have to maintain the sequence of GTP-U packets transmit­
ted in both directions. In our architecture, this requirement is relaxed due to 
the fact that both GTP-U entities are initialized during handoff- in UMTS, 
the GGSN GTP-U entity continues running - and therefore there is no prob-
lem in starting sequencing from scratch . The PDCP SNs, on the other hand, 
are used when lossless PDCP service is requested. The target RNC needs 
this information in order to synchronize with the MS for the next PDCP 
packet expected in the uplink and downlink direction for each lossless radio 
bearer. Since the concerned RANs are not interconnected, this context trans­
fer follows a path via the involved UARs. As an option, we can apply the 
IETF Context Transfer Protocol at the inter-UAR interface for transferring 
SRNS context. 

Delivery order is not required for IPv6 PDPs and it is not of our concern in the context of 
the proposed fast handoff procedure. 
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4. CONCLUSIONS 

We have presented an evolved UMTS architecture, where the GSNs have 
been integrated to form one node, the UMTS Access Router, and the PS core 
network has been replaced by a fully IP-compatible backbone. Mobility in 
the core network is handled by Mobile IPv6, which has replaced the heavy 
GTP operation, while fast handoff across UARs is also supported by means 
of the IETF Fast MIPv6 protocol. This feature is particularly important in the 
cases of not interconnected RANs, e.g. UTRANs where the Iur interface is 
not available, where soft handoffs cannot take place. We have detailed the 
fast handoff procedure, while trying to identify the proper points of interac­
tion between the SRNS relocation procedure and the Fast MIPv6 operation. 
Future work includes the execution of simulations with varying topologies, 
number of hosts, user moving patterns and active sessions regarding their 
QoS needs in order to evaluate the protocol's performance from both user 
and network perspectives. 
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Abstract: The addition of storage capacity in network nodes for the caching or replication 
of popular data objects results in reduced end-user delay, reduced network 
traffic, and improved scalability. The problem of allocating an available storage 
budget to the nodes of a hierarchical content distribution system is formulated; 
optimal algorithms, as well as fast/efficient heuristics, are developed for its 
solution. An innovative aspect of the presented approach is that it combines 
all relevant subproblems, concerning node locations, node sizes, and object 
placement, and solves them jointly in a single optimization step. The developed 
algorithms may be utilized in content distribution networks that employ either 
replication or caching/replacement. 

Keywords: content distribution; web caching; storage allocation; heuristic algorithms. 

1. INTRODUCTION 

Recent efforts to improve the service that is offered to the ever increas­
ing internet population strive to supplement the traditional bandwidth-centric 
internet with a rather non-traditional network resource - storage. Storage 
capacity (or memory) is employed to bring valuable information in close prox­
imity to the end-users. The benefits of this tactic are quite diverse: end-users 
experience smaller delays, the load imposed on the network and on web-servers 
is reduced, the scalability of the entire content provisioning/distribution chain 
in the internet is improved. In most cases the engagement of the memory 
has been done in an ad hoc manner. Such an uncoordinated deployment, can 
seriously impair the effectiveness of the new resource. 

This paper attempts to answer the question of how to allocate a given stor­
age capacity budget to the nodes of a generic hierarchical content distribution 
system. Such a system can materialize as any one of the following: a hier-

*This work and its dissemination efforts have been supported in part by the 1ST Program of the 
European Union under contract IST-2001-32686 (Broadway). 
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archical cache comprising cooperating proxies from different organizations; a 
content distribution network offering hosting services or leasing storage to oth­
ers that may implement hosting services on top of it; a dedicated electronic 
media system that has a hierarchical structure (e.g., video on demand distri­
bution). The dimensioning of web caches and content distribution nodes has 
received a rather limited attention as compared to other related issues such as 
replacement policies Cao and Irani, 1997; Fan et al., 2000, proxy placement 
algorithms Krishnan et al., 2000; Li et al., 1999; Qiu et al., 2001; Cronin et al., 
2002, object placement algorithms Korupolu et al., 1999; Kangasharju et al., 
2002, and request redirection mechanisms Pan et al., 2003. In fact, the only 
published paper on the dimensioning of web proxies tha t we are aware of is 
due to Kelly and Reeves, 2001, whereas the majority of related works in the 
field have disregarded storage dimensioning issues by assuming the existence 
of infinite storage capacity Rodriguez et al., 2001; Gadde et al., 2002. 

The limited attention paid to this problem probably owes to the fact that 
the rapidly decreasing cost of storage combined with the small size of typical 
web objects (html pages, images), make infinitely large caches for web objects 
realizable in practice, thus potentially obliterating the need for storage alloca­
tion algorithms. Although we support that storage allocation algorithms are 
marginally useful when considering typical web objects - which have a median 
size of just 4KB - we feel that recent changes in the internet traffic mix prompt 
for the development of such algorithms. A recent large scale characterization of 
h t tp traffic from Saroiu et al., 2002 has shown that more than 75% of internet 
traffic is generated by P2P applications that employ the h t tp protocol, such 
as KaZaa and Gnutella. The median object size of these P2P systems is 4MB 
which represents a thousand-fold increase over the 4KB median size of typical 
web objects. Furthermore, the access to these objects is highly repetitive and 
skewed towards the most popular ones thus making them highly amenable to 
caching. Such objects can exhaust the capacity of a cache or a CDN node, 
even under a low price of storage thus eliminating the assumption of infinitely 
large caches. 

2. OUR A P P R O A C H TOWARDS STORAGE 
CAPACITY ALLOCATION 

The current work addresses the problem of allocating a storage resource 
differently than previous at tempts, taking into consideration related resource 
allocation subproblems that affect it. Previous a t tempts have broken the prob­
lem of designing a content distribution network into a number of subproblems 
consisted of: (1) deciding where to install proxies (and possibly their num­
ber too); (2) deciding how much storage capacity to allocate to each installed 
proxy; (3) deciding on which objects to place in each proxy. Solving each one 
of the problems independently (by assuming a given solution for the others) is 
bound to lead to a suboptimal solution, due to the dependencies among them. 
For instance, a different storage allocation may be obtained by assuming dif­
ferent object placement policies and vice versa. The dependencies among the 
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subproblems are not neglected under the current approach and, thus, an op­
timal solution for all the subproblems is concurrently derived, guaranteeing 
optimal overall performance. 

Our methodology can be used for the optimization of existing systems (e.g. 
to re-organize more effectively the allocation of storage in a hierarchical cache) 
but hopefully will be the approach to be followed in developing future systems 
where the memory resource will be utilized dynamically and on-demand. The 
current work makes the following contributions towards the above mentioned 
uses: 

• Introduces the idea of provisioning memory using a very small granule 
as an alternative to/extension of known paradigms (mirror placement, 
proxy placement) and models the problem with an integer linear pro­
gram. The derived solution provides for a joint optimization of storage 
capacity allocation and object placement and can be exploited in systems 
that perform replication, as well as in those tha t perform caching. 

• Develops fast efficient heuristic algorithms that approximate close-ly the 
optimal performance in various common scenarios but can execute very 
fast, as required by self organizing systems (and as opposed to plan-
ning/dimentioning processes that can employ slow algorithms). More­
over these algorithms may be executed incrementally when the avail­
able storage changes, thus obliterating the need for re-optimization from 
scratch. 

The work focuses on hierarchical topologies. There are several reasons for 
this: (1) many information distribution systems have an inherent hierarchical 
structure owing to administrative and/or scalability reasons (examples include 
hierarchical web caching Wessels and Claffy, 1998, hierarchical data storage 
in Grid computing Ranganathan and Foster, 2001, hierarchical peer-to-peer 
networks Garces-Erice et al., 2003); (2) although the internet is not a perfect 
tree as it contains multiple routes and cycles, parts of it are trees (due to 
the actual physical structure, or as a consequence of routing rules) and what 's 
more, overlay networks on top of it have no reason not to take the form of a tree 
if this is called for; (3) it is known that once good algorithms exist for a tree 
they may be applied appropriately to handle general graph topologies Bartal, 
1996. 

3. THE STORAGE CAPACITY ALLOCATION 
PROBLEM 

3.1 Problem statement 

The storage capacity allocation problem is defined here as that of the dis­
tribution of an available storage capacity budget to the nodes of a hierarchical 
content distribution system, given known access costs and client demand pat­
terns. The proposed algorithms allocate storage units tha t may contain any 
object from a set of distinct objects (thus this is a multi-commodity problem 
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as opposed to the single commodity fc-median) and employ objective functions 
that are representative of the exact content of each node. Additionally, it is not 
assumed that a node can hold the entire set of available objects; in fact, this set 
need not contain objects from a single web-server, but it potentially includes 
object from different web-servers outside the hierarchy. As compared to works 
that study the object placement problem Kangasharju et al., 2002; Korupolu 
et al., 1999 where each proxy has a known capacity, the current approach 
adds an additional degree of freedom by performing the dimensioning of the 
proxies along with the object placement. Note that this may lead to a signif­
icant improvement in performance because even an optimal object placement 
policy will perform poorly if poor storage capacity allocation decisions have 
preceded (e.g., a large amount of storage has been allocated to proxies that 
receive only a few requests, whereas proxies that service a lot of requests have 
been allocated a limited storage capacity). 

The input to the problem consists of the following: a set of N distinct unit-
sized objects, 0\ an available storage capacity budget of S storage units; a set 
of m clients, J, each client j having a distinct request rate Xj and a distinct 
object demand distribution pj : O —• [0,1]; a tree graph T with a node set of 
n nodes, V, and a distance function dj)V : J x V —• R+ associated with the 
j t h leaf node and node v; this distance captures the cost paid when client j 
retrieves an object from node v. Each client is co-located with a leaf node 
and represents a local user population (with size proportional to Xj). A client 
issues a request for an object and this request must be serviced by either an 
ancestor node tha t holds the requested object or by the origin server. In any 
case, a client always receives a given object from the same unique node. The 
storage capacity allocation problem amounts to identifying a set A C A with 
no more than S elements (node-object pairs) (v, /c), v G V, k G G\ A is the set 
that contains all node-object pairs. A must be chosen so as to minimize the 
following expression of cost: 

min YXjYpjik) •<&*"&), (1) 

where djiin(k) = mm{dj)OS, dj}V} : v G ancestor s{j), (u, k) G A; dj^os is the dis­
tance between the j t h client (co-located with the j t h leaf node) and the origin 
server, while djiV is the distance between the j t h leaf node and an ancestor 
node v. This cost models only "read" operations from clients. Adding "write" 
(update) operations from content creators is possible but as stated in Rabi-
novich, 1998 the frequency of writes is negligible compared to the frequency 
of reads and, thus, it does not seriously affect the placement decisions. 

The output of the storage capacity allocation problem prescribes where in 
the network to place storage, how much of it, and which objects to store, so as 
to achieve a minimal cost (in terms of fetch distance) subject to a single storage 
constraint. This solution can be implemented directly in a real world content 
distribution system that performs replication of content. Notice tha t the exact 
specification of objects for a node also produces the storage capacity that 
must be allocated to this node. Thus, an alternative strategy is to disregard 
the exact object placement plan and just use the derived per-node capacity 
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allocation in order to dimension the nodes of a hierarchical cache tha t operates 
under a dynamic caching/replacement algorithm (e.g., LRU, LFU and their 
variants). Recently there has been concern that current hierarchical caches are 
not appropriately dimensioned Williamson, 2002 (e.g., too much storage has 
been given to underutilized upper level caches). Thus, the produced results 
can be utilized by systems tha t employ replication as well as by those that 
employ caching. 

3.2 Integer linear programming formulation of an 
optimal solution 

In this section the storage capacity allocation problem is modeled with an 
integer linear program (ILP). Let Xj^v(k) denote a binary integer variable 
which is equal to one if client j gets object k from node v where v is an ancestor 
of client j (including the co-located j t h leaf node, excluding the origin server), 
and zero otherwise. Also let Sv(k) denote an auxiliary binary integer variable 
which is equal to one if object k is placed at the ancestor node v, and zero 
otherwise. The two types of variables are related as follows: 

( i if J2 xjAk) > o 
0v{k) — < jeleaves(v) W 

y 0 otherwise 

Equation (2) expresses the obvious requirement tha t an object must be placed 
at a node if some clients are to access it from that node. The following ILP 
gives an optimal solution to the storage capacity allocation problem. 

Maximize: 

z = Y, XJ Yl Po(k) • Y (dh°s - dw) - xjAk) (3) 
j£j k£G v£ancestors(j) 

Subject to: 

53 XjiV(k)<l jeJ.keO (4) 
v^ancestor s(j) 

Yl XjtV{k)<U-8v{k) v€V,keO,U>\J\ (5) 
j€leaves(v) 

£ 52 6v(k) < S (6) 
vevkeo 

Xj)V(k), 5v(k) binary decision variables v G V, j G J,k G O 

The maximization of (3) is equivalent to the minimization of (1) (the two ob­
jectives differ by sign and a constant). Notice that only the X^v{ky$ contribute 
to the objective function and the 5v(kys do not. 

In the sequel, the above mentioned ILP will only be employed for the pur­
pose of obtaining a bound on the performance of an optimal storage capacity 



184 Nikolaos Laoutaris, Vassilios Zissimopoulos and Ioannis Stavrakakis 

allocation. Such a bound is derived by considering the LP-relaxation of the 
ILP (removing the requirement that the decision variables assume integer val­
ues in the solution) which can be derived rapidly by a linear programming 
solver. 

3.3 Complexity of an optimal solution 

The ILP formulation of Sect. 3.2 is generally NP-hard thus cannot be used 
for practical purposes. In Laoutaris et al., 2004a we have shown that the opti­
mal solution to the problem discussed can be obtained in 0(max{n4 iV, n2N2}). 
From a theoretical point of view, this result is attractive as it involves small 
powers of the input. In practice, however, such a result might be difficult to 
apply due to the quadratic dependence of complexity on the number of dis­
tinct objects TV, which may assume very big values. For this reason, this work 
is primarily focused on the development of efficient heuristic algorithms. The 
developed algorithms are easy to implement, incur lower complexity, provide 
for a close approximation of the optimal in all our scenarios, and lend them­
selves to incremental use (such need arising when the available storage changes 
dynamically). 

3.4 The Greedy heuristic 

The Greedy heuristic begins with an empty hierarchy and enters a loop 
placing one object in each iteration, thus, in exactly S iterations all the storage 
capacity is allocated. Objects are placed in a globally greedy fashion according 
to the gain tha t is produced with each placement and past placement decisions 
are not subject to future placement decisions in subsequent iterations. The 
gain of an object at a certain node depends on the location of the node, the 
popularity of the object, the aggregate request rate for this object from all 
clients on the leaves of the subtree rooted at the selected node, and on prior 
iterations tha t have placed the same object elsewhere in the tree. In the 
first iteration the algorithm selects an node-object pair (vi,ki) tha t yields a 
maximum gain and places k\ at v\. Subsequent decisions place an object k in 
node v when the gainv(k) is maximum among all (v,k) pairs tha t have not 
been selected yet; gainv{k) is defined as: 

gainv(k) = ^ (dj#arv(k) ~ djiV) • pj(k) • Xj (7) 
j£leaves(v) 
k<£path(j,v) 

The parenthesized quantity in (7) is the distance reduction tha t is achieved by 
client j when fetching object k from node v instead from node parv(k): i.e., v's 
closest parent that caches k; initially it is the origin server that is the closest 
parent for all objects and all nodes but this changes as additional copies get 
replicated elsewhere in the tree. 

Greedy is presented in detail in Table 1. Lines 1-7 describe the initialization 
of the algorithm. For each node v the gain of placing object k in v is computed 
and these values are inserted in a max-heap Cormen et al., 2001 data structure 
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g{v,-) (n max-heaps, one for its node v)\ the max-heaps are used so as to allow 
locating the most valuable object for each node in 0 (1 ) (this does not require 
sorting the N objects). In the S iterations of the algorithm the following 
three steps are executed: (1) (i>*,/c*), the node-object pair tha t produces the 
maximum gain among the set of node-object pairs that have not been placed, 
V, is selected, removed from V, and the max-heap g(v*, •) is re-organized (lines 
9-10); (2) for each ancestor u of v* up to parv(k) tha t does not hold fc*, the 
(potential) gain incurred if k* is selected for u at a later iteration is updated 
and the corresponding max-heap is re-organized (lines 11-14) - the update 
of the potential gain g(u, k*) is necessary because the clients belonging to the 
subtree below v* will not be fetching k* from u but from v* or its subtree, thus 
effectively reducing its previous potential gain at u\ (3) for each descendant u 
of v* tha t does not hold k* and has v* as closest parent with &*, the potential 
gain incurred if k* is selected for it at a later iteration is updated and the 
corresponding max-heap is re-organized (lines 15-18) - the update is in this 
case necessary because v* becomes now the closest ancestor with /c* for some 
of its descendants, thus effectively reducing the previously computed gain for 
them that was based on a more distant parent. Notice that the various affected 
max-heaps need to be re-organized since one of their elements changes value; 
this must be done so as to maintain the max-heap property (i.e., have the 
maximum value accessible in 0 (1 ) from the root of the max-heap). 

A straightforward evaluation of the gain function gainv{k) requires 0(n) 
complexity. Since there are n nodes, evaluating gainv(k) for a given A: for all 
nodes v would require 0(n2) complexity, if each evaluation were to be car­
ried out independently. Such an independent operation would involve however 
much overhead due to unnecessary repetitious work. See tha t the evaluation 
of the gain function depends on knowing the request rate tha t goes into the 
node and the closest parent that stores the object. To obtain the request 
rate for object k at node i>, it suffices to know the corresponding rates at its 
children, and then sum the rates that go into children that do not cache fc; 
knowing these rates, makes re-examining the entire subtree of v down to the 
leaf level redundant. Similar observation can be made regarding the identifi­
cation of the closest parent. We make use of these observations in order to 
be able to evaluate gainv(k) for a particular pair (v, k) in 0 ( 1 ) . This allows 
calculating the gain for placing k in each of the n nodes in 0(n) instead of 
0{n2). In Laoutaris et al., 2004b we show how this can be achieved by first 
pre-computing information pertaining to request rates and closest parents and 
then using it to calculate up to n gain function for a given object in just 0(n). 
Since the gain function is 0 (1 ) following the pre-computation step (occurring 
once at the beginning of each iteration), the complexity of each iteration of 
the Greedy algorithm depends on the number of nodes tha t are involved in 
the iteration and the update of the corresponding data structures. 

The initial creation of the n max-heaps can be done in 0(nN) (each max-
heap containing N values). At the beginning of each iteration there is the 
pre-processing step to get ratev{k) and parv(k) in 0(n) as explained in the 
appendix of Laoutaris et al., 2004b. The first step of each iteration requires 
tha t the highest value in all n max-heaps be selected. Finding the largest value 
in a max-heap requires 0 (1 ) time thus the largest value in all n max-heaps can 



186 Nikolaos Laoutaris, Vassilios Zissimopoulos and Ioannis Stavrakakis 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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16 
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18 
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20 

for each v G V 
for each k G O 

g(v, k) = gainv(k) 
insert g(v, k) in max-heap g(v, •) 

end for 
end for 
i = 1,7? = {(v,k) :veV,keO} 
while i < S 

select (v*,k*) G V : g(v*,k*) > g(v, k)V(v, k) G V 
V — V — {(v*, /c*)}, re-organize max-heap g(v*, •) 
for each u G path(v*,parv*(k*)) not caching fe* 

g(u, fc*) = gainu(k*) 
re-organize max-heap #(ii, •) 

end for 
for each u G subtree(v*) not caching /c* 

with paru(k*) = v* 
g(u,k*) = gainu(k*) 
re-organize max-heap g(u, •) 

end for 
i = i+ 1 

end while 

Table 1. The Greedy algorithm. 

be identified in 0{n) by a simple linear search or in O(logn) if an additional 
max-heap is maintained, containing the highest value from each of the n max-
heaps g{v,-) (the latter might be unnecessary since n is typically rather small). 
The second step requires in the worst case the update of L — 1 ancestors that 
do not cache /c*, L being the height of the tree. The function gainv{k*) is 
re-evaluated for these nodes (each evaluation in 0 (1) ) and the corresponding 
max-heap is re-organized in order to maintain the heap property; this can 
be done in O(log TV) for a heap with N objects. The third step requires 
updating the descendants of i>* that are affected by storing k* at v*; this can 
be done in 0(n log iV). As a result the S iterations of the algorithm require 
0(S - (n + L log TV + n log TV)), which simplifies to 0(S • n log TV) by noting 
that L is at most n. Thus the overall complexity of Greedy (initialization + 
iterations) is 0(max{nTV, Sn log TV}) which is linear in either TV or S. 

A salient feature of Greedy is that it can be executed incrementally, i.e., if 
the available storage budget changes from S to S' (e.g., because more storage 
has become available) and the user access patterns have not changed signifi­
cantly then no re-optimization from scratch is required; it suffices to continue 
Greedy from its last iteration and add (or remove) \Sf — S\ objects. This 
can present a significant advantage when the algorithm must be executed fre­
quently for different S. 

3.5 The improved Greedy heuristic (iGreedy) 

In the previous Greedy algorithm one can make the following simple obser­
vation. Since clients are located at the leaves of the tree, if an object is placed 
at all children of a node u, then it is meaningless to also store it in u since no 
request will reach it there. This situation leads to the "waste" of storage units 
in "barren" objects. The Greedy algorithm often introduces barren objects as 



Storage Capacity Allocation Algorithms for HierarchicalContent Distribution 187 

a result of its greedy mode of operation; an object is at some point placed at 
the father u while at that time not all children store it but with subsequent 
iterations it is also placed at all children thus rendering barren the copy at 
the father. This situation is not an occasional one but it is repeated quite 
frequently, resulting in wasting a substantial amount of the storage budget. 
The situation may be resolved by executing an additional check when placing 
an object k* at a node v*. The improved algorithm checks all peer nodes of v* 
(at the same level, belonging to the same father) and if it finds that all store 
fc* then it also check whether their father u also stores it. In such a case it 
removes it from u freeing one storage unit; the resulting algorithm is called 
improved Greedy (iGreedy). The additional step of iGreedy is given in Table 2 
and is executed between lines 10 and 11 of the basic Greedy algorithm. 

iGreedy performs slightly more processing as compared to Greedy due to 
the following two additional actions: (1) in each iteration a maximum of Q 
peers need to be examined against &*, Q denoting the maximum node degree 
of the tree; (2) each eviction of a barren object increases the number of iter­
ations by one by freeing one storage unit which will have to be allocated in 
a subsequent iteration. Searching the Q peers does not affect the asymptotic 
per-iteration complexity of Greedy which is O(nlogTV). The increase in the 
number of iteration has a somewhat larger impact on the required processing. 
The following proposition establishes an exact upper bound on the number of 
iterations performed by iGreedy (the proof is included in a longer version of 
this article Laoutaris et al., 2004b). 

P R O P O S I T I O N 1 The maximum number of iterations performed by iGreedy 
cannot exceed T(S) = 2 - 5 — 1 . 

Thus in the worst case iGreedy will perform 2 - 5 — 1 iterations, with each 
iteration incurring the same complexity as with the basic Greedy. This means 
that the asymptotic complexity of iGreedy is identical to that of Greedy. 

3.6 Numerical results under iGreedy 

In this section the presented numerical results a t tempt to accomplish the 
following: (1) demonstrate the effectiveness of iGreedy in approximating the 
optimal performance; (2) present possible applications of the developed algo­
rithms. When not stated otherwise, the clients are assumed to be sharing 
a common Zipf-like demand distribution pj over O with a typical skewness 
parameter a = 0.9 and equal request rates Xj = 1, Vj G J. A Zipf-like distri­
bution is a power-law dictating that the i th most popular object is requested 
with a probability C/z a , where C = (27=1 ^ ) _ 1 - The skewness parameter a 
captures the degree of concentration of requests; values approaching 1 mean 
that few distinct objects receive the vast majority of requests, while small 
values indicate progressively uniform popularity. The Zipf-like distribution is 
generally recognized as a good model for characterizing the popularity of vari­
ous types of measured workloads, such as web objects Breslau et al., 1999 and 
multimedia clips Chesire et al., 2001. The popularity of P2P Saroiu et al., 
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10.1: 
10.2: 
10.3: 
10.4: 
10.5: 
10.6: 
10.7: 
10.8: 

10.9: 

10.10 

allpeers=l 
for each v £ peers(v*) 

if k* not cached in v 
allpeers = 0 
break 

end if 
end for 
if k* cached in u=father(v*) 

and allpeers=l 
remove k* from u 

and set i = i — 1 
:end if 

Table 2. Additional step of the iGreedy algo­
rithm. It is executed between lines 10 and 11 of 
the basic Greedy algorithm. 

fc^ 

N=10000, L=3, Q=2, a=0.9, lambda=ones 

Greedy — i — 
iGreedy - - x - -

LP relaxation » I 

\ j 

^^^N. 1 
* C \ K ^ ^ j 

" ' » - ^ T ^ * ^ ^ 1 

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 

S (storage capacity allocated) 

Figure 1. The average cost of Greedy, iGreedy 
and LP-relaxation. 

2002 and CDN content has also been shown to be quite skewed towards the 
most popular documents, thus approaching a Zipf-like behavior. 

As far as the topology of the experiments is concerned, regular Q-ary trees 
are used in all examples. Regular Q-ary trees are commonly used for the 
derivation of numerical results for algorithms operating on trees Rodriguez 
et al., 2001. The entire set of parameters (demand and topology) for each 
experiment is indicated in the title of the corresponding graph. The distance 
function d^v capture the number of hops between client j (co-located with the 
jth leaf thus djj = 0) and node v. The distance of the origin server is djiOS = L 
for an L level hierarchy. 

Qual i ty of t h e approx imat ion . Figure 1 shows the average cost per 
request for Greedy and iGreedy (expressed in number of hops to reach an ob­
ject). The performance of the heuristic algorithms is plotted against the bound 
of the corresponding optimal performance obtained from the LP-relaxation of 
the ILP of Sect.3.2. The x-axis indicates the number of available storage units 
in the hierarchy (5) with each storage unit being able to host a single object. 
From the graph it may be seen that iGreedy is no more than 3% away from 
the optimal while Greedy may deviate as much as 14% in the presented re­
sults. The performance gap between the two owes to the waste of a significant 
amount of storage in barren objects under Greedy. 

T h e effects of skewness and n o n - h o m o g e n e o u s d e m a n d . The fol­
lowing two figures focus on the vertical allocation of storage under iGreedy. 
Figure 2 shows the effect of the skewness of the demand distribution on the 
per-level allocation of storage. Highly skewed distributions (the skewness pa­
rameter a approaching 1) increase the amount of storage tha t is allocated to 
the leaves (level-1), while less skewed distributions allocate more storage to the 
root (level-3). This effect is explained as follows. Under a highly skewed dis­
tribution a small number of popular objects at tracts the majority of requests 
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N=10000, S=1000,1=3, Q=4, lambda=ones 
N=10000, S=10000, L=3, Q=4, a=0.7, lambda=ones 

0.2 0.3 0.4 0.5 0.6 0.7 
a (skewness of Zipf distribution) 

0.1 0.2 0.3 0.4 0.5 0.6 
0 (overlap dngron) 

Figure 2. 
on the per-] 

m, a , r , c , ., Fiqure 3. The effect of non-homogeneous de-The effect of skewness of popularity •* , ,, , , ,, , . c , j , ,, , . c . J -VM J mand on the per-level allocation of storage under 
el allocation of storage under lGreedy. -n A 

and, thus, these objects are intensively replicated at the lower levels, leading to 
the allocation of most of the storage to the lower levels. When the distribution 
tends to be "flat" it is better to limit the number of replicas per object and 
instead increase the number of distinct objects that can be replicated. This is 
achieved by sharing objects, i.e., by placing them higher in the hierarchy that 
leads to the allocation of more storage to the higher levels. 

Figure 3 illustrates the effect of the degree of homogeneity in the access 
pat terns of different clients. Two clients are non-homogeneous if they employ 
different demand distributions. In the presented results each client j references 
N objects; f3N objects are common to all clients while the remaining (1 — (3)N 
are only referenced by client j . A Zipf-like distribution is created for each 
client by randomly choosing an object from its reference set and assigning 
it the next higher value from a Zipf-like distribution and then repeating the 
same action until all objects have been assigned probabilities. The parameter 
(5 will be referred to as the overlap degree] values of (3 approaching 1 mean 
tha t most objects are common to all clients (although each client may request 
a common object with a potentially different probability) while small values 
of (3 mean tha t each client references a potentially different set of objects. 
Figure 3 shows that the root level (level-3) of a hierarchical system is assigned 
more storage when there is a substantial amount of overlap in client reference 
patterns. Otherwise most of the storage goes to the lower levels. This behavior 
is explained as follows. Storage is effectively utilized at the upper levels when 
each placed object receives an aggregate request stream from several clients. 
Such an aggregation may only exist when a substantial amount of objects are 
common to all clients; otherwise it is better to allocate all the storage to the 
lower levels - thus sacrificing the (ineffective) aggregation effect - and instead 
reduce the distance between clients and objects. 
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4. CONCLUSIONS 

In this paper the storage capacity allocation problem has been considered 
and a linear time efficient heuristic algorithm, iGreedy, has been developed 
for its solution. iGreedy has been shown to provide for a good approximation 
of the optimal by means of numerical comparison against the bound of the 
optimal (obtained using LP-relaxations). 
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Abstract: With the proliferation of novel paradigms in distributed systems, including 
service-oriented computing, ubiquitous computing or self-organizing systems, 
an efficient distributed management system needs to work effectively even in 
face of incomplete management information, uncertain situations and dynamic 
changes. In this paper, Bayesian networks are proposed to model dependencies 
between managed objects in distributed systems management. Based on 
probabilistic backward inference mechanisms the so-called Strongest 
Dependency Route (SDR) algorithm is used to compute the set of most 
probable faults that may have caused an error or failure. 

Keywords: fault management; uncertainty; Bayesian network; backward inference. 

1. INTRODUCTION 

As distributed systems grow in size, heterogeneity, pervasiveness, and 
complexity of applications and network services, their effective management 
becomes more important and more difficult. Individual hardware defects or 
software errors or combinations of such defects and errors in different 
system components may cause the degradation of services of other (remote) 
components in the network or even their complete failure due to functional 
dependencies between managed objects. Hence an effective distributed fault 
detection mechanism is needed to support rapid decision making in 
distributed systems management and allow for partial automation of fault 
correction. In the past decade, a great deal of research effort has been 
focused on improving a management system in fault detection and diagnosis. 

mailto:Jianguo.Ding@sjtu.edu
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Rule-based methods were proposed for fault detection11'6. Finite State 
Machines (FSMs) were used to model fault propagation behaviour and 
duration4,27. Coding-based methods18,26 and Case-based methods17 were used 
for fault identification and isolation. However most of these solutions are 
unable to deal with the incomplete and imprecise management information 
effectively. Probabilistic reasoning is another effective approach for fault 
detection in distributed systems management5,9'24. 

On the practical side, most of the current commercial management 
software, such as IBM Tivoli, HP OpenView, or Cisco serial network 
management software still lack facilities for exact fault localization, or the 
automatic execution of appropriate fault recovery actions. A typical metric 
for on-line fault identification is 95% fault location accuracy and 5% faults 
can not be located and recovered in due time22. Hence for large distributed 
systems including thousands of managed components it may be rather time-
consuming and difficult to resolve the problems in a short time by 
exhaustive search in locating the root causes of a failure. 

In this paper we apply Bayesian networks (BNs) to model dependencies 
among managed objects and provide efficient methods to locate the root 
causes of failure situations in the presence of imprecise management 
information. Our ultimate goal is to automate part of the daily management 
business. A Strongest Dependence Route (SDR) algorithm for backward-
inference in BNs is presented. The SDR algorithm will allow users to trace 
the strongest dependency route from some malicious effect to its causes, so 
that the most probable causes are investigated first. The algorithm also 
provides a dependency ranking of a particular effect's causes. 

2. BAYESIAN NETWORKS FOR DISTRIBUTED 
SYSTEMS MANAGEMENT 

2.1 BNs model for distributed systems management 

Bayesian networks, also known as Bayesian belief networks, belief 
networks, causal networks or probabilistic networks, are effective means to 
model probabilistic knowledge by representing cause-and-effect 
relationships among key entities of a managed system. BNs can be used to 
generate useful predictions about future faults and decisions even in the 
presence of uncertain or incomplete information. BNs have been applied to 
problems in medical diagnosis20,26, map learning1 and language 
understanding2. BNs use DAGs (Directed Acyclic Graphs) with probability 
labels to represent probabilistic knowledge. BNs can be defined as a triplet 
(V, L, P), where V is a set of variables (nodes of the DAG), L is the set of 
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causal links among the variables (the directed arcs between nodes of the 
DAG), P is a set of probability distributions defined by: P={p(v\n(v))\vU V}\ 
n(v) denotes the parents of node v. The DAG is commonly referred to as the 
dependence structure of a BN. 

In BNs, the information included in one node depends on the information 
of its predecessor nodes. The former denotes an effect node; the latter 
represents its causes. This dependency relationship is denoted by a 
probability distribution in the interval [0, 1]. An important advantage of BNs 
is the avoidance of building huge joint probability distribution tables that 
include permutations of all the nodes in the network. Rather, for an effect 
node, only the states of its immediate predecessor need to be considered. 

Figure 1 shows a particular detail of the campus network of the 
FernUniversitat in Hagen. 
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Figure 2. Example of Bayesian Network for Figure 1 

When only the connection service for end users is considered, Figure 2 
illustrates the associated BN. The arrows in the BN denote the dependency 
from causes to effects. The weights of the links denote the probability of 
dependency between the objects. In this example, the annotation 
p(D|EF)=100% denotes the probability of the non-availability of 
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component D is 100% when component F is in order but component E is not. 
Other annotations can be read similarly. 

Due to the dense knowledge representation and precise calculations of 
BNs, BNs can represent large amount of interconnected and causally linked 
data as they occur in distributed systems. Generally speaking: 

(1) BNs can represent knowledge in depth by modeling the relationship 
between the causes and effects among network components and network 
services. 

(2) They can provide guidance in diagnosis. Calculations over a BN can 
determine both the precedence of detected effects and the network part that 
needs further investigation in order to provide a finer grained diagnosis. 

(3) They have the capability of handling uncertain and incomplete 
information due to their grounding in probability theory. 

2.2 Mapping distributed systems to BNs 

We represent uncertainty in the dependencies among distributed system 
entities by assigning probabilities to the links in the dependency or causality 
graph1315. This dependency graph can be transformed into a BN10. 

When a distributed system is modelled as a BN, two important processes 
need to be resolved: 

(l)Ascertain the dependency relationship between managed entities. 
When one entity requires a service performed by another entity in order 

to execute its function, this relationship between the two entities is called a 
dependency. The notion of dependencies can be applied at various levels of 
granularity. The inter-system dependencies are always confined to the 
components of the same service. Two models are useful to get the 
dependency between cooperating entities in distributed systems12. 

The functional model defines generic service dependencies and 
establishes the principle constrains to which the other models are bound. A 
functional dependency is an association between two entities, typically 
captured first at design time, which says that one component requires some 
services from another. 

The structural model contains the detailed descriptions of software and 
hardware components that realize the service. A structural dependency 
contains detailed information and is typically captured first at deployment or 
installation time. 

(2)Obtain the measurement of the dependency. 
When BNs are used to model distributed systems, BNs represent causes 

and effects between observable symptoms and the unobserved problems, so 
that when a set of evidences is observed the most likely causes can be 
determined by inference technologies. 
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Single-cause and multi-cause are two kinds of general assumptions to 
consider the dependencies between managed entities in distributed systems 
management. A non-root node may have one or several parents (causal 
nodes). Single-cause means any of the causes must lead to the effect. While 
multi-cause means that one effect is generated only when more than one 
cause happens simultaneity. Management information statistics are the main 
source to get the dependencies between the managed objects in distributed 
systems. The empirical knowledge of experts and experiments are useful to 
determine the dependency. 

Some researchers have performed useful work to discover dependencies 
from the application view in distributed systems812,7. 

3. BACKWARD INFERENCE IN BAYESIAN 
NETWORKS 

3.1 Inference in Bayesian networks 

The most common approach towards reasoning with uncertain 
information about dependencies in distributed systems is backward 
inference, which traces the causes from effects. We define E as the set of 
effects (evidences) which we can observe, and C as the set of causes. 

Figure 3. Basic model for backward inference in Bayesian networks 

Before discussing the complex backward inference in BNs, a simple 
model will be examined. In BNs, one node may have one or several parents 
(if it is not a root node), and we denote the dependency between parents and 
their child by a JPD (Joint Probability Distribution). 

Figure 3 shows the basic model for backward inference in BNs. Let 
X=(x], x2,...,xn) be the set of causes. According to the definition of BNs, the 
following variables are known: p(xj), p(x2),..., pM, p(Y\x1} X2,..., 
xn)=p(Y\X). Here xh x2,..., xn are mutually independent, so 

n 
p(X) = p(xl,x2,...,xn) = n p(xt) (1) 
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p(Y) = E [p(Y\X)p(X)] = Z 
X X 

p(Y\X)np(Xj) (2) 

by Bayes' theorem, P(x \ Y) = 
^(71Z)p(X) /•=1 

p{Y\X)\\ p{xt) 
/=i 

(3) 

which computes to p(*,|r)= i p(X|r) 
X\xt 

(4) 

In Eq. (4), X\XJ=X-{XJ}.According to the Eqs. (l)-(4), the individual 
conditional probability p(xt\ Y) can be achieved from the JPD p(Y\X), X=(xj, 
x2,..., xj. The backward dependency can be obtained from Eq. (4). The 
dashed arrowed lines in figure 3 denote the backward inference from effect Y 
to individual causex,/ ^[1,2, ..., n]. 

In Figure 2, when a fault is detected in component D, then based on Eqs. 
(l)-(4), we obtain P(F \ D) = 61.6%, P(E\D) = 32 A% • This can be interpreted as 
follows: when component D is not available, the probability of a fault in 
component F is 67.6% and the probability of a fault in component E is 
32.4%. Here only the fault related to connection service is considered. 

3.2 SDR algorithm for backward inference 

In distributed system management, the key factors that are related to the 
defect in the system should be identified. The Strongest Dependency Route 
(SDR) algorithm is proposed to resolve these tasks based on probabilistic 
inference. 

Before we describe the SDR, the definition of strongest cause and 
strongest dependency route are given as follows: 

Definition 3.2.1 In a BN let C be the set of causes, E be the set of effects. 
For et £E, Cj be the set of causes based on effect eh iffp(Ck\ei)=Max[p(Cj\ei), 
Cj &C], then Ck is the strongest cause for effect et. 

Definition 3.2.2 In a BN, let C be the set of causes, E be the set of effects, 
let R be the set of routes from effect et £E to its cause Cj £C, R=(Ri, R2, ..., 
Rm). Let Mk be the set of transition nodes between et and Cj in route Rk ^R. 
IJfp(Cj\Mk,ei)=Max[p(Cj\Mt,ei),t=(l, 2, ..., m)](herep(Cj\Mt,ej) can be derived 
from p(Mt\ej)*pfcjlMf)), then Rk is the strongest route between et and Cj. 

The detailed description of the SDR algorithm is described as follows: 
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3.2.1 Pruning of the BNs 

Generally speaking, multiple effects (symptoms) may be observed at a 
moment, so Ek= {ej ,e2 ,...,ek} is defined as initial effects. In the operation of 
pruning, every step just integrates current nodes' parents into BN5 and omits 
their brother nodes, because their brother nodes are independent with each 
other. To achieve this, a prune operation is defined as follows: 

Algorithm 3.2.1 
Prune (BN=(V, L, P), Ek c E, Ek ={ej ,e2, ...,ek}) 

newBN' = (V',L',P'); 
V'=Ek; //addEktoV, 
L '=0; //& denotes empty set. 
for et£Ek (i=l,..,k) 

Vj = eh 

while Vj fNIL do 
V'= V U{n(Vj)}, // add vertex n(vt) to V 
Vi*-n(Vj), 

L '=L '+<7t(Vj), Vj >; // add edge <n(Vj), v,- > to L' 
return BN'; 

The pruned graph is composed of the effect node Ek and its entire 
ancestor. 

3.2.2 Strongest Dependency Route (SDR) trace algorithm 

After the pruning algorithm has been applied to a BN, a simplified sub-
BN is obtained. Between every cause and effect, there may be more than one 
dependency routes. The questions now are: which route is the strongest 
dependency route and among all causes, which is the strongest cause? The 
SDR algorithm use product calculation to measure the serial strongest 
dependencies between effect nodes and causal nodes. Suppose Ek c E> Ek 

={ei ,e2, ..-,ek}. If k=l, the graph will degenerate to a single-effect model. 

Algorithm 3.2.2 (SDR): 
Input: V: the set of nodes (variables) in BNs; L: the set of links in the 

BN; P: the dependency probability distribution for every node in BN; Ek 

={ej ,e2 ,...,ekJ: the set of initial effect nodes in BN. 
Output: T: a spanning tree of the BN, rooted on vertex Ek, and a vertex-

labelling gives the probability of the strongest dependency from e, to each 
vertex. 
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Variables: dependfvj: the probability of the strongest dependency 
between v and all its descendants; p(v\u): the probability can be calculated 
from JPD of p(u\n(u)) based on Eqs. (l)-(4)? v is the parent of u; <p(l)\ the 
temporal variable which records the strongest dependency between nodes. 

Initialize the SDR tree T as E^; // Ek is added as root nodes ofT 
Write label 1 on e, // et &Ek 
While SDR tree T does not yet span the BN 

For each frontier edge I in BN 
Let u be the labelled endpoint of edge I, 
Let v be the unlabeled endpoint of edge I (v is one parent ofu), 
Set cp (I) =depend[uj * p(v \ u); 

Let I be a frontier edge for T that has the maximum cp-value; 
Add edge I (and vertex v) to tree T; 
dependfvj = cp(l); 
Write label dependfvj on vertex v; 

Return SDR tree T and its vertex labels; 

The result of the SDR algorithm is a spanning tree T. Every cause code Cj 
£C is labeled with dependfcjJ=p(Cj\Mk,ei), ef ^Ek, Mk is the transition nodes 

between et and c7 in route Rk ER. 

3.2.3 Proof of the SDR algorithm 

Now we prove the correctness of SDR algorithm. Algorithm 3.2.2 gives a 
way to identify the strongest route from effect et (et EE0 to Cj (cj EC). If the 
route <ehuj, u2i'", um Cj> is the strongest dependency route, <ei,§i>d2i..., Sm 

Cj>is any route from et to Cj. Then 

p(ui\ei)*p(u2\ui)*... *p(cJ\uri) >p(SI\ei)*p(d2\SI)
:i:... *p(cj\Sm) (5) 

Define weight(u,n(u)) = -lg(p(n(u)\u)), Eq. (5) is transferred to: 

weight (et,ui) + weight (ui,U2) +...+ weight(un,Cj) 

< weight(eudi) + weight(d],S2) +... + weight(Sm,Cj) (6) 

Lemma: when a vertex u is added to spanning tree T, dfuj = weight(ehu) 
= -lg(dependfuj). 

0<depend[8j] < 1, so d [SJ > 0. (Note dependfdj ^0, or else exists empty 
link between Sjand its children.) 

Proof: suppose to the contrary that at some point the SDR algorithm first 
attempts to add a vertex u to T for which dfuj ^ weight(ei} u). 

Consider the situation just prior to the insertion of u. See Figure 4. 
Consider the true strongest dependency route from et to u. Because et £T, 
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and u^V\T, at some point this route must first take a jump out of T. Let (x, 
y) be the edge taken by the path, where x £T, and y EV\T. We now prove 
that d[y] = weight(eh y). 

Figure 4. Proof of SDR algorithm 

We have computed x, so d[yj < dfx] + weight(x, y) (7) 

Since x was added to T earlier, by hypothesis, A[x]=w eight (eh x) (8) 

Since <eh ..., x, y> is sub-path of a strongest dependency route, by 
Eq.(8), 

weight (et,y) = weight(eh x) + weight(x, y) = dfx] + weight(x, y) (9) 

By Eq. (7) and Eq. (9), we get dfy] < weight(eh y). 
Hence dfy] = weight(eh y). 
Now note that since y appears midway on the route from et to u, and all 

subsequent edges are positive, we have weight(eh y)<weight(eh u), and thus 
dfy] = weight(eu y)< weight(eu u) < dfu]. 

Thus y would have been added to T before u, in contradiction to our 
assumption that u is the next vertex to be added to T. 

Since the calculation is correct for every effect node. It is also true that 
for multiple effect nodes in tracing the strongest dependency route. At the 
end of the algorithm, all vertices are in T, thus all dependency (weight) 
estimates are correct. 

3.2.4 Complexity analysis of the SDR algorithm 

To determine the complexity of SDR algorithm, we observe that every 
link (edge) in BN is only calculated one time, so the size of the links in BN 
is consistent with the complexity. It is known in a complete directed graph 
that the number of edges is n(n-l)/2=(n2-n)/2, where n is the size of the 
nodes in the pruned spanning tree of BN. Normally a BN is an incomplete 
directed graph. So the calculation time of SDR is less than (n2-n)/2. The 
complexity of SDR is 0(n2). 

According to the SDR algorithm, the strongest routes between effects 
and causes can be obtained by Depth-First search in the spanning tree. 
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Meanwhile the values of the labels in the cause nodes generate a dependency 
ranking of causes based on the effects. This dependency sequence is useful 
reference for fault diagnosis and related maintenance operations. 

3.3 Related algorithms for probabilistic inference 

There exist various types of inference algorithms For BNs. They can be 
classified into two types of inferences: exact inference18,21 and approximate 
inference19. Each class offers different properties and works better on 
different classes of problems. This situation is true for almost all 
computational problems and probabilistic inference using general BNs has 
been shown to be NP-hard by Cooper3. 

Pearl's algorithm, the most popular inference algorithm in BNs, can not 
be extended easily to apply to acyclic multiply connected digraphs in 
general23,14. Another popular exact BN inference algorithm is the clique-tree 
algorithm18. It transforms a multiply connected network into a clique tree by 
clustering the triangulated moral graph of the underlying undirected graph 
first, and then performs message propagation over the clique tree. But it is 
difficult to record the internal nodes and the dependency routes between 
particular effect nodes and causes. In distributed systems management, the 
states of internal nodes and the key route, which connect the effects and 
causes, are important for management decisions. Moreover, the sequence of 
localization for potential faults is very useful for reference to systems 
managers. For system performance management, the identification of related 
key factors is also important. Few algorithms give satisfactory resolution for 
this case. 

Compared to other algorithms, the SDR algorithm belongs into the class 
of exact inferences and it provides an efficient method to trace the strongest 
dependency routes from effects to causes and to track the dependency 
sequences of the causes. Moreover it can treat multiple connected networks 
modelled as DAGs. 

4. CONCLUSIONS AND FUTURE WORK 

In distributed systems of realistic size and complexity, managers have to 
live with unstable, uncertain and incomplete information. It is reasonable to 
use BNs to represent the knowledge about managed objects and their 
dependencies and apply probabilistic reasoning to determine the causes of 
failures or errors. Bayesian inference is a popular mechanism underlying 
probabilistic reasoning systems. The SDR algorithm introduced in this paper 
presents an efficient method to trace the causes of effects. This is useful for 
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systems diagnosis and fault location and further can be used to improve 
performance management. 

Most distributed systems, however, dynamically update their structures, 
topologies and their dependency relationships between management objects. 
Due to the special requirements in distributed systems and network 
management, the following topics need to be considered for future work: 

First, we need to accommodate sustainable changes and maintain a 
healthy management system based on learning strategies that allows us to 
modify the cause-effect structure and also the dependencies between the 
nodes of a BNs correspondingly 

Secondly, if the status of concerned managed objects is predictable, it is 
also possible to get a prospective view of the whole system. So an effective 
prediction strategy, which takes into account the dynamic changes in 
distributed systems, is important. This is related to discrete nonlinear time 
series analysis. Nonlinear regression theory25 is useful to capture the trend of 
changes and give reasonable predictions of individual components and the 
whole system. Further the state of particular causal managed component can 
be predicted from future possible states of the effect components based on 
the inference rules in BNs. The future performance of the system can also 
be evaluated. 
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Abstract: Active networks provide an ideal support for the incorporation of intelligent be­
haviors into networks. This ones make possible to introduce a more general 
functionality, that supports the dynamic modification of the behavior of switch­
ing networks. By means of this approach, users can dynamically insert code into 
nodes, thus adding new capabilities. 

In this paper we propose a protocol to improve network services, imple­
mented from the point of view of active networks. The specific purpose of the 
protocol is to reduce the network traffic, thus increasing the ratio of the volume 
of transmitted data to the number of frames that pass through the network. More 
precisely, we intend to merge data coming from the same node or from different 
nodes in intermediate points of the path toward the receiver, so that they arrive 
as closely grouped as possible. This would reduce the congestion in networks 
that support a great volume of traffic, like those that are used in industrial envi­
ronments, which can also suffer from a low bandwidth. 

For the implementation of this protocol we use ANTS {Active Node Trans­
port System), a freeware tools for the construction of active networks developed 
by MlT(Massachusetts Institute of Technology). ANTS makes use of one of the 
most innovative and daring approaches for injecting programs into active nodes, 
by means of a mobile code called capsules. 

Keywords: Active networks, network protocols, mobile code, data grouping. 

INTRODUCTION 

A current tendency in distributed control systems is the use of general pur­
pose networks, like Ethernet, to communicate different processing elements. 
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This can produce poor network performance in segments that support high 
flows of data coming from multiple devices that are linked to it. This situation 
appears in industrial environments, particularly in data acquisition distributed 
systems. 

A possible solution is the development of new protocols that allow us to 
improve network services by looking for alternatives that adapt to the specific 
necessities of each moment. However, the introduction of a new protocol is a 
slow and difficult task. This is due, first of all to the fact that it is necessary 
to carry out a standardization process in order to guarantee the system interop­
erability. Then, once a protocol has been accepted, its development presents 
many difficulties since there is no automatic form to include the new protocol 
with those already in existence. And one must add to this, the problem of com­
patibility with existing versions. This means one must take into account the 
times needed to solve the previous problems, thus making viable solutions to 
appear very slow in the evolution of network services. In this sense, it is fore­
seen that the deployment of IPv61 will take no less than approximately fifteen 
years to be completed. 

Thus, active networks seem to be a perfect solution to tackle the aforemen­
tioned problems2' 3. The Active Network Program is a DARPA-sponsored re­
search program born during the years 1994 and 1995. Users can program the 
network by loading their own programs for the realization of specific tasks. 
The main idea in active networks is to standardize a communication model, 
instead of individual communication protocols. 

There exist two approaches for the construction of active networks: one 
of them is discrete and the other is integrated. In the first one, we separate 
the procedure to inject programs into active nodes from the processing of the 
packets that cross the node. Therefore, there will be a mechanism for the users 
to include their programs into active nodes, and there will be a mark on the 
packets to indicate which is the program that will process them. A different 
approach is to include the code with which packets will be processed inside 
the very same packets. This way, packets (called capsules) will contain both 
data and programs3. 

At the moment, one important research field in active networks2 is centered 
in the creation of tools that facilitate their construction to a greater extent. One 
of them, ANTS (Active Node Transport System), has been developed by MIT 
and is freely distributable4. It was the first tool to use the capsules pattern. 
More recently, MIT has designed ¥AN(Practical Active Networks)^, which is 
based on the ANTS architecture, but whose objective is to be more efficient 
than its predecessor, both in execution and in the code mobility system. Utah 
University is also working on a system based on ANTS, known as Janos6, 
that improves node resource administration and tries to make a clearer and 
surer separation among the different user programs that will be executed in one 
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node. The University of Pennsylvania in collaboration with Bell Switchware , 
which has taken the discrete approach as its focus, makes special emphasis on 
node security. Georgia Tech is creating an operating system for nodes, called 
Bowman8, and an execution environment called CANE {Composable Active 
Network Elements)9, also with a discrete approach. 

Our work, based on the integrated approach, tries to find a definition for 
protocols that intend to solve the overload problems or network congestion 
that appears in industrial environments, typically in data acquisition distributed 
systems. The proposed solution contemplates the grouping of data generated 
by different sources that head toward a common point. We try to increase the 
ratio of useful information to the overhead of these protocols. This leads to a 
reduction of the traffic that goes through the network, thus producing a better 
response time. One must also take into account the possibility that the time 
necessary to carry out a grouping could be detrimental when trying to have 
data arrive without undue delay. As we shall see, we have thought about the 
introduction of a timeout procedure that guarantees as much as possible that 
packets are sent in a reasonable interval of time. 

The remainder of this paper is organized as follows: in second and third sec­
tions we describe the motivation and the goals that have guided the realization 
of this work. In the next section we detail the specifications of the grouping 
protocol. In the fifth section we describe the implementation details, and after­
ward we show a study case. The seventh and last section closes the work and 
we present our main conclusions. 

1. MOTIVATION 

Let us consider a communication scheme in which a group of sender nodes 
distributed in the network must transmit a large amount of data that are being 
produced, and a receiving entity must operate taking those data as input. This 
situation can be found in a distributed data acquisition system (Figure 1), where 
several nodes capture data coming from different sensors. These nodes send 
the data they have picked up to a receiver, all within some established time 
constraint. 

If each node sends its data one by one and data arrive separately, coming 
from different nodes, the network will experience an unnecessary overload. 
This problem is specially severe in the segment connected to the receiver, since 
it collects all incoming traffic. 

If we use this approach, each data is encapsulated inside a frame when cross­
ing the network, and we can have the paradoxical situation that the information 
of the protocol can actually take up more space than data being sent. 
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Figure 1. Data transmission without group 

A possible solution to the problem would be that senders themselves grouped 
their data before emitting them. However, it can be interesting not to overload 
to the originators with grouping tasks. Then this solution would not be feasi­
ble. In any case, this scheme does not solve one of the problems, since data 
coming from different nodes will still reach the receiver separately. 

2. GOALS 

The main goal of this work is to propose a solution to improve the ratio 
between the amount of transmitted information and the protocol-related over­
head in environments with heavy traffic. In this way we try to enhance the 
performance of low-bandwidth links, thus enhancing their response time. 

The solution is based on an active network system that makes it possible 
to generate new network protocols that adapt to the specifications of different 
services. The solution of the problem we have described will be a protocol in 
which data are grouped (Figure 2) as they traverse the network toward their 
target. The points where data can be grouped would be the active nodes, in 
such a way that data can reach the receivers in as close a group as possible. 

The new data frame maintains the same size, with a bigger amount of useful 
information. The grouping of data sent from the same node would be no longer 
be the responsibility of sender, but rather it could be delegated to the closest 
node in the network. The protocol could be also built in such a way that the 
sender could configure the emission, thus indicating the node that must do the 
grouping, its size, the maximum wait time for data grouping, etc, all this in an 
attempt to enhance the time response of the network. 
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Figure 2. Data transmission with group 

3. THE PROPOSED GROUPING PROTOCOL 

The data grouping protocol makes it possible to join data coming from one 
or different sources in best possible way. In order to carry out this task, it 
performs three important functions: 

• Configuration of the grouping system. The receiving node has the ca­
pability to configure the system so that an efficient grouping of data is 
done. 

• Grouping of data coming from the same originator. This task is that of 
building groups with data that come from the same node. It can be the 
responsibility of the same sending node, or that of any neighbor. 

• Grouping of data coming from different senders. The nodes that receive 
data coming from different sources should encapsulate them all in one 
frame in an orderly way. This task will be carried out by nodes placed at 
the intersections. 

Configuration of the grouping system 

First, the receiver must select the nodes from which it requires data. All 
these senders will be part of a merge data group. The receiver will send a 
set of parameters (Table 1) to each data source. This process shall be called 
registration. 



210 A. Moreno, B. Curto and V. Moreno 

Table 1. Registration information 

sender Sender node 

receiver Receiver node 
group Group-id to which the sender will belong 
units Highest node number of data that can be grouped in a frame 
time Available maximum time to group the data before sending them 

jump Distance limit among the sender node and the node that clusters their data 

The intermediate nodes that will participate in the data grouping system 
are registered in a simultaneous way with the sending nodes. This way, we 
generate what we call the groupings tree, which lets them know from which 
path they will receive data. In order to build the tree, it is necessary that each of 
the registered sender nodes confirms its registration with the receiver, so that, 
when a node receives confirmation, it can know about the network links that 
will belong to the tree branch and store them in the registration array (RM). 
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Figure 3. Registration operation 

In order to show the registration process we refer to the network topology 
that we have shown previously. Node 1 sends a registration frame to nodes 5 
and 6, and with their answers the tree is built (Figure 3). Nodes 2 and 4 have 
generated a registration array (RM) that serves to locate the tree branches. 
Node 3 is excluded because it has not been registered. 

Grouping data from the same sender node 

Nodes that have been registered as data sources send their data in an indi­
vidual way toward the node where they will group. This will be configured by 
the jump parameter or in an mandatory way a intersection node (a node whose 
registration array has more than one element). Frames with individual data are 
named unit capsules and the place where the units will group shall be called 
grouping point. At this point, the unit capsule itinerary is finished and this will 
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be the place where data are stored in the cache together with the data from other 
unit capsule that come from the same source. The first capsule of the grouping 
should start a timer whose timeout value is specified in the configuration. 

When the unit capsule that completes the group arrives, that is to say, when 
the limit of elements {units) fixed in the configuration phase is reached, the 
whole group is stored in a grouping capsule (described in the next section), 
and this capsule is transmitted to the receiver. The cache is cleared and the 
timer is stopped. If time runs out before a group is completed, the grouping 
capsule is created with whatever elements are available at the moment; then 
the frame is marked as urgent and sent, and the cache is cleared. 

If we had configured in the previous example the jump parameter with a 
value greater than two, then the unit capsule would cluster in the intersection 
node 2, since they are not able to group beyond an intersection (Figure 4a). If 
the value of jump is 1, then the node 6 capsules would cluster in 4 and those of 
the node 5 would cluster in 2. They would only leave the grouping point when 
the time runs out, or when the group is completed (Figure 4b). 
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Figure 4. Grouping 

Grouping data from different senders 

The second phase of the protocol is the grouping of data that come from dif­
ferent senders. In this phase, data are no longer grouped according to source, 
but depending on their tree branches. It is necessary to ensure that no informa­
tion about the original data sender is lost. 

As in the previous case, when the first datum to be grouped arrives, a timer 
is started. Data are not sent to the following node unless one of these four cases 
happens: 

• Data of all the tree branches have been stored, that is to say, a complete 
grouping has been made. In that case a group is formed with all the data 



212 A. Moreno, B. Curto and V. Moreno 

and they are sent to the next node of the tree. Afterward, the timer is 
stopped. 

• Data arrive from some of the branches and there are data remaining in 
the area corresponding to that branch. A group is formed with the data, 
and they are sent to the next node. The timer is stopped. The data that 
have just arrived are stored in the proper place. Since they are the first 
data of the next grouping capsule, the timer is started again. 

• Data have arrived marked as urgent. In that case, data are sent as urgent 
data and the timer is stopped. 

• Time has run out. A group is formed and it is sent as urgent. 

In the previous network topology example, if we suppose that the unit cap­
sule are grouped at one jump(Figure 5) then the grouping capsule related to the 
node 6 is generated in node 4. The capsule proceeds directly to node 2, since 
there is only one source branch (node 4). However, when it reaches node 2, it 
is stored waiting for data from node 5, and from node 4. The unit capsule of 
node 5 are grouped in node 2, but when they generate a grouping capsule we 
take as previous node the same as the previous node of the capsule that created 
them (node 5). 
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Figure 5. Final scheme of the grouping 

In the previous description we have assumed that only one group had been 
generated. However, the protocol supports the generation of various groups in 
a direct way. 

file:///Grouping
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Table 2. Classes and methods of ANTS 

Class Methods 
Application send, receive, node 

Capsule evaluate, length, register, serialize, deserialize 
Node address, get, put, routerfornode, delivertoapp 

Protocol startProtocolDefn, startGroupDefn, addCapsule, endProtocolDefn, endGroupDefn 

4. IMPLEMENTATION 

In order to implement the protocol10, we have selected ANTS as a tool for 
the construction of active networks, because it is written in a general-purpose 
language (JAVA), as opposed to others that define their own language. Thus 
we achieve a double goal: the portability of the applications and the possibility 
of modifying some aspects of the tool, since we can access the source code. 

ANTS 

ANTS provides a programming model that allows to define protocols, a 
code distribution system to load new protocols into the network and an envi­
ronment to execute them. It is based on the capsule-oriented network model, 
in which the frame can take a reference to some executable code in each node, 
so that if the node does not have code it can make a request to previous nodes. 

In this model, users adapt the network to their necessities by means of the 
definition of protocols based on ANTS classes (Table 2). Thus, to develop 
your own protocol, an derivation of the abstract class Protocol is created. It 
is necessary to identify the protocol data units (PDU) that will be inserted in 
the network and the different processing routines. Each type of PDU and its 
routines are specified in a derivation of the abstract class Capsule. A new ap­
plication, an entity that makes use of the network to send and receive capsules, 
must be developed by means of class derived from abstract class Application. 
Active nodes constitute the environment in which a capsule is executed: they 
receive it, load it and they execute its routines, and they plan its transmission. 
Thus, an instance of the Node class represents the environment of local execu­
tion of ANTS. 

The protocol 

As we have mentioned, in order to use ANTS to codify the protocol it is 
necessary to generate the classes that will implement the protocol, the capsules 
and the applications that use them. 
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Hence, we have defined a class called FussionProtocol that registers the 
different kinds of capsules that compose the protocol: FussionRegCap, Fus-
sionUnitCap y FussionCapsule. The first one defines both the registration of 
sender nodes and the registration acknowledgment. FussionUnitCap trans­
ports the data toward the Grouping Points and it also implements the algorithm 
that groups individual data. The capsule FusionCapsule will be received by 
the reception node and it will contain grouped data. It will be created by a 
FussionUnitCap and it implements the algorithm to fuse data groups. 

Applications constitute the programs that are going to use an active network 
protocol. They inherit the properties from the Application class and in our 
implementation three classes have been defined: ReceptionApp, EmissionApp 
and MFussionApp. ReceptionApp allows us to register emitter applications, 
in such a way that the group of fusion data and its parameters can be config­
ured by sending a capsule FussionRegCap. It also performs the reception of 
fused data that arrive from the FussionCapsule. The class EmissionApp repre­
sents the data emitter that makes use of protocol FussionProtocol, it receives 
registrations from a receptor and it sends automatically an acknowledge. 

Finally, the MFusionApp is executed at every node of the network to monitor 
their activities. It reads data from the cache when it receives a FussionUnitCap 
capsule or a FussionRegCap capsule, and it shows the GoupingTree for the 
node before the last actualization. 

The tree branches are filled at the actual moment and the senders nodes that 
groups their data at this node. 

The protocol requires a timing system to control data arrivals. The ANTS 
nodes do not provide any timing service. Nevertheless, ANTS has a extension 
system of functionalities that in this work has allowed us to implement a mod­
ule that offers this timing service. Timing is done by means of a thread that will 
wait for the indicated time period, and then will send a finish signal. In order 
to perform this task, it has been necessary to create a class named WaitTime, 
that performs a timing task, and a interface, Timlnt, that must be implemented 
by every class that need to be timed. 

5. CASE OF STUDY 

In order to show the effectivity and the performance of the grouping protocol 
we have built, we shall test with a network topology like the one shown in 
Figure 6. 

The receiving application that is executed at node 20.20.20.1 registers the 
following emitter nodes at group 0: 20.20.20.3, 20.20.20.4 and 20.20.20.5. 
This means that the grouping task will be performed at the previous node 
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Figure 6. Active Network Topology 

(Jump^l), where three data will be grouped (Unit=3) and that the waiting time 
will be 10 seconds (Time=\0). 

A register capsule of type FusionRegCap is sent to every node and their 
applications reply with a CapRegFusion as an acknowledgment (Figure 7). 
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Figure 7. Register Operation 

Once all the nodes are registered, data will be grouped by following the 
schema shown in Figure 8, where one can see that nodes 20.20.20.3 and 20.20.20.4 
group their data at 20.20.20.6 and 20.20.20.7 at one jump as it has been indi­
cated at the configuration. The grouping point will be the tree intersection 
(20.20.20.2). Since node 20.20.20.5 is located at distance of one jump from 
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20.20.20.1, their data will reach the target before grouping, hence data will be 
received ungrouped (Figure 9). 
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6. CONCLUSIONS 

This paper describes an attempt to improve network services by means of 
active networks. We propose a way to reduce network traffic for possibly low-
bandwidth network, thus optimizing their performance and helping to maintain 
a reasonable response time. 

To reach this goal, we have define a protocol that groups data coming from 
both single and multiple sources. In order to implement the protocol, we have 
used a tool to construct active networks that is based on the ANTS capsule 
model. Several applications that use this protocol have been developed, as 
well as an application used to monitor intermediate nodes. Finally, in order to 
include timing procedures, it has been necessary to develop an timer extension 
that can be used in any other research field related to Active Networks. 
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Abstract: In this paper, we propose an extension to DiffServ QoS architecture in order to 
enhance its performance and its flexibility when used in MANETs and its ad­
aptation to the characteristics of these networks. Then we present a formal 
model of our proposed extension using stochastic process algebras in order to 
verify the correctness and the efficiency of the proposed extension. 
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Markov chain; Performance Evaluation. 

1. INTRODUCTION 

A Mobile Ad Hoc Networks (MANETs)1 is an autonomous system of 
mobile hosts connected by wireless links and forming a temporary network 
without any pre-existing infrastructure. Each host is directly connected to 
hosts that are within its range of transmission and reception, and it is free to 
move randomly in and out of any other host's range. Communication be­
tween hosts that are not located in the same covering range can be realized 
by establishing a multi-hop route through intermediates hosts that act as 
routers when they forward data for others. 

A lot of research has been done in routing area, and today routing proto­
cols are mature enough to face frequently changing network topology. A 
quick look at intended applications area for MANET shows the need to inte­
grate real time multimedia traffic with data traffic. Many QoS aware routing 
protocols and models that claim to provide a partial (or complete) solution to 
QoS routing problems have appeared, e.g. QoS-AODV2, MP-DSR3, ASAP4, 
CEDAR5. 

mailto:osmanj@irit.fr
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In the current days, the Integrated services (IntServ)6 and the differenti­
ated services (DiffServ)7 are the two principal architectures proposed to pro­
vide QoS in wired network. IntServ suffers from well-known scalability 
problem caused by massive storage cost at routers when keeping flows' state 
information. The migration of this architecture to MANETs is judged very 
heavy because of network's constraint in term of storage capacity, conten­
tion of RSVP's out-band signaling packets with data packets and the two 
ways reservation mechanism of RSVP. The two-way reservation mechanism 
is inadequate and slow to adapt with the highly dynamic nature of hosts in 
MANETs, which leads to frequently change in the paths and thus rendering 
existing reserved resources unusable for some amount of time, in addition to 
excessive control overhead when path is broken. 

DiffServ7 on the other hand classify flows into several classes whose 
packets are treated differently in forwarding routers. It was designed to over­
come the scalability drawbacks of IntServ. However, the notion of three 
kinds of nodes (ingress, interior, and egress nodes) and the SLA7 (service 
level agreement) do not exist in MANETs. In DiffServ, the edge router is 
responsible to mark DSCP for each flow according to user profile listed in 
the SLA that includes the whole or partial traffic conditioning rules used to 
mark or re-mark traffic streams, discard or shape packets according to the 
traffic characteristics such as rate, and burst size. To alleviate these problems 
in MANETs, each host must be able to act as an edge and core router, and 
each host must be responsible for marking its traffic with the appropriate 
DSCP according to application's requirements. This means that every host 
plays the role of ingress router if it is transmitting data, a core router if it is 
forwarding data and an egress router if it is receiving data. 

Several QoS schemes that are either a modification of the conventional 
IntServ and DiffServ based models have proposed for MANETs, like 
INSIGNA8, FQMM9, and SWAN10. SWAN (Service differentiation in state­
less Wireless Ad Hoc Networks) differentiates traffic into 2 classes: high 
priority for real time UDP traffic and low priority for best effort UDP/TCP 
traffic. SWAN architecture (presented in figure 1) uses traffic differentiation 
in conjunction with a source based admission control mechanism to provide 
soft QoS assurances for real time traffic. However, this model differentiates 
traffic into two classes only; as it serves all real time traffics with equal pri­
ority, also it drops real time traffic with equal probability when congestion 
occurs, regardless their requirement in term of bandwidth and delay. 

Many priority levels are required to differentiate important flows from 
others like in DiffServ, because it supports many classes of traffic. In addi­
tion, DiffServ relays on TCP rate control to reduce congestion and it is inter­
esting enough to deserve a closer investigation. We think that the adoption of 
DiffServ by MANETs is better than IntServ due to characteristics of 
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MANETs, which can not guarantee any tight bounds on performance meas­
ures. It is useless to make a reservation of resources to guarantee a worst 
case delay for high priority flows in MANETs, because we can not guarantee 
neither the lifetime of the link or the delay on the link. Consequently, IntServ 
and reservation based approaches are not a favorite candidate to provide QoS 
in ad hoc networks. In contrast, DiffServ overcomes these disadvantages; it 
does not define any absolute guarantee and only proposes differentiations in 
scheduling when forwarding flows. In addition, extending DiffServ to Ad 
Hoc networks will provide consistent end-to-end QoS behavior when relay­
ing flows between heterogeneous networks. 

However, the differentiated services architecture does not define any 
scheme for taking corrective action when congestion occurs, and this is why 
a pure static DiffServ model is not suitable for ad hoc networks. Therefore, it 
is imperative to use some kind of feedback as a measure of the conditions of 
the network to dynamically regulate the traffic of the network when using 
this technology. 

Our approach to provide QoS in MANETs is to extend DiffServ by 
adopting some positive aspects of SWAN and by adding new component to 
make DiffServ flexible and adaptive with bandwidth variation. The qualita­
tive and quantitative study of our scheme is conducted on a formal descrip­
tion, expressed through stochastic extensions of process algebras that allow 
us to formally describe both functional and performance aspects. 

The rest of this paper is organized as follows. Section 2 gives a brief 
overview of the SWAN architecture. Our proposed scheme is described in 
detail in section 3. In section 4 we present a formal specification of our pro­
posed extension to DiffServ using stochastic process algebra and we analyze 
both qualitative and quantitative aspects of the described model. Finally, in 
section 5 we conclude the paper with a summary of the results and future 
direction. 

2. SWAN MODEL 

The SWAN model presented in Ahn and Campbell,10 differentiates flows 
into real time and best effort. This model works as follows: if a real time ap­
plication at a node wants to communicate with another, it probes the network 
to obtain the minimal available bandwidth on the path, assuming the QoS 
aware routing protocol has found a path. 

SWAN is composed from a classifier and a shaper located between the IP 
and the MAC layer as appear in figure 1. Aware that the bandwidth probe is 
sent at the beginning, so topology changing due to mobility and the variation 
of channel load conditions, SWAN uses rate control and explicit congestion 
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notification mechanisms to adapt to these variations. It uses rate control for 
shaping or delaying the UDP/TCP best effort traffics and marks the ECN 
bits in the packet header to dynamically regulate admitted real-time traffic 
when temporary overload occurs by asking one or more real time source(s) 
to find another path. The rate control operation of best effort traffic is per­
formed at every mobile host in a distributed manner, where this rate will 
vary based on feedback information from MAC layer to maintain delay and 
bandwidth bounds for real time traffic. 

arked packet request! "f.^t 

—i _ send orobe i " >— send probe 

receive probe 

mark/unmark ECN 

utilization of real-time traffic 

Shared Media Channel 

Figure L SWAN ARCHITECTURE 

3. PROPOSED ARCHITECTURE 

Our proposed extension to DiffServ QoS architecture is illustrated in fig­
ure 2. This scheme works as follows: applications notify their requirements 
and send their traffics to DiffServ component, which is responsible for mark­
ing and conditioning received packets from high level according to applica­
tion's requirements. If received packets must be marked with one of the 
highest priority level, the marker component sends a request to the Call Ad­
mission Control (CAC) component. This request contains the amount of 
bandwidth required by this traffic to work properly. The CAC component 
verifies if the required QoS can be provided by the network, and this can be 
done by sending a probe request to routing protocol, which will collect the 
minimum end-to-end bandwidth (bottleneck bandwidth) along all existing 
paths from this source toward the specified destination. If the required 
bandwidth can not be provided by the network, CAC component reject the 
request and notify the application, which must decide to defer or to send 
with a medium priority profile. 

In MANETs, even though admission control is performed to guarantee 
enough available bandwidth before accepting high priority flows, the net­
work can still experience congestion due to mobility or connectivity 
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changes. We do not attack the problem of broken link due to mobility, and 
we rely on the underlying routing protocol to detect and to resolve this prob­
lem by finding an alternate path toward the destination. Nevertheless, we try 
to resolve the problem of invading the channel by others nodes forwarding 
medium and low priority flows and causing degradation to the QoS of ac­
cepted highest priority flows because of the limited bandwidth of this shared 
media. This is why the congestion control component is extremely important 
in our model. It monitors the network bandwidth utilization continuously and 
signal network congestion to the rectification component. 

The proposed scheme has six basic components, namely bandwidth esti­
mator, routing protocol, call admission control, DiffServ, congestion control 
and rectification component. 

Figure 2. Proposed scheme 

3.1 Bandwidth estimator component 

The bandwidth estimator will periodically calculate the available band­
width at each node. This value will be used by QoS aware routing protocol 
and the call admission control component to determine if flows can be ad­
mitted with one of the highest priority classes. 

In MANETs, the communication media is shared among neighboring 
nodes, so to determine available bandwidth capacity in each node, we must 
take into account the transmissions of all its neighbors. We use the status of 
the shared channel as our base to calculate the channel utilization rate and 
the available bandwidth by each node. Using a shared channel allows mobile 
hosts to listen to packets sent within its radio transmission range and to cal­
culate resource availability. The channel utilization ratio is defined as the 
fraction of time within which a node is sensing the channel as being utilized. 
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A node can calculate the utilization ratio of the channel by adding the time 
when it pumps data in the channel with the time that it finds the channel 
busy during period T, as R = (channel busy period/T) Then we use the RTT 
method to estimate the average utilization ratio through the following for­
mula: Average_Ratiot = axAverage_Ratiot.i + (l-a)xmeasured_Ratiot, 
where a is a constant belong to [0,1]. After estimating the channel utilization 
at time t, we are able to calculate the available bandwidth of a node at time t 
as BWt= Wx(l-Rt), where W is the raw channel bandwidth (2 Mbps for a 
standard IEEE 802.11 radio). 

3.2 Call admission control component 

The bandwidth information is already available at each node like ex­
plained in previous section. When the call admission control component re­
ceives a request to open a new session, it notifies the routing protocol com­
ponent that is responsible for collecting the end-to-end bandwidth available 
along existing paths. When receiving route reply (RREP) packet for a path 
with available bandwidth greater than or equal to the requested value, then 
the session is admitted. 

The objective of this CAC algorithm is twofold: to grant highest band­
width utilization and avoiding at the same time the occurrence of congestion 
events by rejecting some requests. Nevertheless, it cannot guarantee that the 
bandwidth will not degrade for the admitted flow, since the available band­
width may change after flows are admitted, due to the transmission of me­
dium or low priority flows that do not need CAC by nodes sharing the media 
with any node belong to the path. Therefore, the network congestion can still 
occur and can be detected by the congestion control component. 

3.3 Congestion control component 

The role of the congestion control component is to detect network con­
gestion, which is very simple to be detected in wired networks by verifying 
if the queue is overflow or even begin to build up. However, detecting con­
gestion in MANETs is very difficult, because the queue length is no longer a 
valid indication of congestion. The MAC layer usually retries to transmit a 
packet for a limited number of times (e.g. default retry time of the IEEE 
802.11b DCF is 7) before dropping this packet. Therefore, the queue may 
not have yet build up at the early stage of congestion. In our scheme, the 
congestion control component uses the channel utilization ratio provided by 
the bandwidth estimator component to detect congestion in MANETs. This 
component contains a predefined threshold value for channel utilization ra­
tio, and compares this value with that provided by the estimator. If the esti-
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mated value is larger than this threshold, it assumes that due to congestion 
and signals congestion occurrence to the rectification component, only if this 
node contains a high priority packet to forward. 

Some neighbors of this congested node may be carrying medium or low 
priority traffic that reduces the available bandwidth and cause severe per­
formance degradation to the high priority flows forwarded by this node. As 
they are in the direct reception range, these nodes can be directly informed 
by the rectification component. 

3.4 Rectification component 

The rectification component reacts to the detection of bandwidth degra­
dation when there are some accepted flows with high priority crossing this 
congested node. Generally, when channel utilization ratio exceeds the prede­
fined value, rectification component receives a notification message from the 
congestion control component and it broadcasts a stop-sending-request with 
TTL equal to 1. All nodes within direct reception range will receive this 
message and react accordingly if they forward medium or low priority 
packet. 

Obviously, if all nodes receiving this request stop sending, there will be 
an under utilization of the channel and this strategy will prohibit these flows 
from using existing path even if there is enough bandwidth. To fight this 
problem, when a node receives stop-sending-request message, it does not 
immediately stop sending medium and low priority packets. Rather, each 
node chooses an exponential random amount of time from a pre-defined in­
terval and triggers a counter with this value and begins to count down. If the 
counter reaches zero then this node drops all medium and low priority pack­
ets that are in the queue of this node and notify its neighbors that it stops 
sending. Also, this node (if it is not the source of these flows) mimics a bro­
ken link for these traffic by sending route error packet (RERR) to their cor­
responding sources, and it stops forwarding any new RREQ for a predefined 
amount of time to make this flows re-routed and dispersed away of the con­
gested area. When neighbor nodes in the same range receive this notification 
(which can be embed in RERR), they cancel their counter by stops counting 
down. 

3.5 DiffServ component 

DiffServ divides traffics into many classes by marking a field in the IP 
packet header, called the Differentiated Services Code Point (DSCP) field. 
Its value depends on the traffic profile indicated by the application. The 
sender of a flow marks all outgoing packet in DS field of their IP headers 
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and intermediate nodes forward these classes with different priorities with 
respect to the DSCP field content. 

DiffServ supports 3 types of services: premium service, assured forward­
ing and best effort. Premium service or expedited forwarding (EF) class is 
used for loss and delay sensitive applications such as voice over IP (VoIP). 
Assured forwarding classes offer a lower priority service from the previous 
one (EF), and each class of this four is subdivided into three subclasses (3 
priority level) [14]. Finally best effort traffic does not require any QoS guar­
antee. The DiffServ model is composed from a classifier and a traffic condi­
tioner like appears in left part of figure 3. The traffic conditioner presented 
in right part of figure 3 is composed from a meter, shaper/dropper, maker, 
separate physical queues for each class of traffic and a scheduler to schedule 
packets out of queues. DiffServ enqueues flows in separate buffer where 
packets with high priority will be serviced out of the buffer before than 
packets marked with low and medium priority. In addition, low priority 
packets may be selectively dropped prior to dropping packets of medium and 
high priority when congestion occurs. 

Pre-makred 
packets 

Traffic Conditioner 

DiffServ Queueing and Scheduling Policy 

Pre-makred 
packets 

Policier and Shaper 

•—W DiffServ Queueing and Scheduling Policy 

Figure 3. DiffServ router. 

3.6 Routing protocol component 

The first essential task of routing protocol is to find a suitable path 
through the network between the source and destination, and to record the 
minimum available bandwidth for CAC component. Our scheme does not 
rely on any specific reactive routing protocol and it may use any one able to 
collect the bottleneck value of the bandwidth along existing path. 
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4. FORMAL SPECIFICATION 

One approach to ensure the correctness of our scheme is to use a formal 
model that integrates the theory needed for the verification of qualitative re­
quirements together with the expressivity needed to analyze performance 
aspects. Moreover, a formal integration of these aspects in the initial phase 
of the system design allows the study of the potential dependencies that may 
occur between them. 

Stochastic process algebras (SPA)11 are formal specification languages 
used to describe the behavior of a system in order to derive its functional and 
performance properties. They are suitable for automatic analysis and verifi­
cation of the behaviour of systems. Several SPA languages have appeared in 
the literature; these include PEPA (Performance Evaluation Process Alge­
bra12), TIPP (Timed Processes and Performability evaluation13) and EMPA 
(Extended Markovian Process Algebra14). They are a high level modeling 
formalism able to derive the state space structure that consists of all states 
that a system model can reach. Given the state space of the system, there are 
many practical algorithms for answering some verification and analysis 
questions. 

These three languages propose the same approach to quantitative analy­
sis, where a random variable is associated with each action to represent its 
duration. In this paper, we will use EMPA language, which is supported by a 
tool called TwoTowers. EMPA is inspired from PEPA and TIPP languages 
and it is considered like an extension to existing languages. The syntax of 
EMPA can be summarized by the following expression: 

P = 0 | <a, A>.P | <a, ooL?w>.P | <a, *>.P | P/L | P[cp] | P + Q | P || s Q | A 
In the rest of this paper, we suppose that reader is familiar with process 

algebra. Interested reader must refer to [14] for further details. 
We exploit compositionality and abstraction features to specify each 

component apart by describing tasks that must be accomplished by this com­
ponent. In addition, for the sake of simplicity and to avoid well-known state 
space explosion problem, we model only three queues to hold high, medium 
and low priority flows. Routing protocol component like DSR is modeled in 
a previous work15, and a detailed specification of DiffServ router can be 
found in16. 

The complete model is composed from seven components. Its algebraic 
specification and the specification of each component are given below: 
Adaptive_DiffServ D (DIFFSERV ||COM CAC) \\Arr QUEUES ||Ser SCHEDULER SR 

(Bandwidth_EST ||CUR CC ||NC RECTIFICATION) 

COM = {send_request, send_response} Arr = {arrivalH, arrivalM, arrivalL} 
Serv = {deliverH, deliverM, deliverL} SSR = {stop_sending_request} 
CUR = {send_CUR_to_cc} NC = {notify_rectification} 
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• DIFFSERV D <packet_arrival, k>.CLASSIFIER 

CLASSIFIER D <check_header, q».<classification, y>.CLASSIFIERl 

CLASSIFIER1 D <not_marked, oo, P>.MARKER + 

<marked, oo^^p >.SEND_TO_QUEUE 

• MARKER D <T, oo, P>.<mark_pkt, oou>.TRAFIC_COND + 

<x, oo1>1.P>.<send_request, oo, ,>.WAIT_DECISION 

WAIT_DECISION D <send_response, *>.MARKER1 

MARKER1 D <mark_pkt, oo, p>.TRAFIC_COND + 

<notify_application, oo, x.p>.MARKER 

• TRAFIC_CONDD <shaping_and_conditioning, n>. SEND_TO_QUEUE 

SEND_TO_QUEUED <arrivalH, A«>.DIFFSERV + <arrivalM, kM>.DIFFSERV+ 

<arrivalL, ^L>.DIFFSERV 

• CAC D <send_request, *>.<prepare_probe, p>. 

<send__probe, oo, ,>.WAIT_RESP 

WAIT_RESPD <receive_probe_response, 5>.ADM_MECHANISM 

ADM_MECHANISMD <comparing_values, s>.ADM_RESULT 

ADM_RESULTD <accept, oo, P>.<send_response, oo, i>.CAC + 

<reject, oo, ,_P>.<send_response, oo, ,>.CAC 

• QUEUES D Queue_High01|0 Queue_Medium01|0 Queue_Low0 

Queue_High0 • <arrivalH, *>.Queue_High, 

Queue_HighiD <arrivalH, *>.Queue_Highi+, + 

<deliverH,*>. Queue_Highi_, 1 < i < N-l 

Queue_HighN D <deliverH,*>. Queue_HighN_, 

Queue_Medium0 • <arrivalM, *>.Queue_Medium, 

Queue_Mediumj D <arrivalM, *>.Queue_Mediunij+1 + 

<deliverM,*>. Queue_Mediumj_, 1 < j < M-l 

Queue_MediumMD <deliverM,*>. Queue_MediumM., 

Queue_Low0 • <arrivalL, *>.Queue_Low, 

Queue_Lowk D <arrivalL, *>.Queue_Lowk+1 + 

<deliverL,*>. Queue_Lowk., 1 < k < P-l 

Queue_LowP D <deliverL,*>. Queue_LowP_, 

• SCHEDULER D <deliverH, oo3 ,>.<serviceH, ^.SCHEDULER + 

<deliverM, oo21>.<serviceM, \i>.SCHEDULER + 

<deliverL, oo, ,>.<serviceL, |i>.SCHEDULER + 

<stop_sending_request,*>.<serviceSR, GO, ,>.SCHEDULER 

• Bandwidth_EST 0 <listen_to_channel, co>.<cal_ch_util_ratio,6>. 

<send_CUR_to_cc, oo, ,>.Bandwidth_EST 

• CC D < send_CUR_to_cc, *>.<compare_with_thrsh, oo, ,>. 

(<lower, co, p >.CC + <higher, oo, ,.P >.Congested_Channel) 

Congested_Channel D <check_high_priority_queue, oo, ,>.(<empty, co, P >.CC + 

<not_empty, oo, ,.p >.<notify_rectification, oo, ,>.CC) 
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• RECTIFICATION D <notify_rectification, *>. 

<stop_sending_request5 oo4 ^.RECTIFICATION 

4.1 Function analysis 

The functional analysis aims at verifying the correctness of the designed 
model and at detecting conceptual error in its behaviour. An important ad­
vantage of using TwoTowers is the possibility of exploiting well knows for­
mal verification techniques to investigate functional properties of the model. 
Indeed, with respect to conventional simulation environments (e.g. Network 
Simulator NS-2), TwoTowers provides verification of the satisfaction of cor­
rectness properties. Prominent examples of functional verification are check­
ing that specified model does not lead neither to deadlock nor to livelock, 
controlling that certain activities are carried out according to a given order, 
or ensuring that certain resources are used in a mutually exclusive way. 

The technique adopted in this tool to provide functional verification sup­
port is based on temporal model checking logic like |u-
calculus/computational tree logic (CTL). With model checking, we refer to 
the possibility to express functional requirements by means of a set of for­
mulas and verifying the satisfaction of desired properties by the algebraic 
specification. We start our analysis by verifying some behavioural require­
ments that we have formalized through the following formulas: 

• No_deadlock = (min X = [-]ff V <-)X) 
• AG([arrivalH]ff V [arrivalH]A(([deliverM]ff A [deliverjff) W < deliverH > tt)) 
• AG([send_stop_sending_request] 

A([send_stop_sending_request]ff W < notify_rectification > tt) 
A [notify_rectification]A([notify_rectification]ff W < higher > tt)) 

The first equation verifies the freedom of our model from deadlock. 
Equation 2 ensures if there is a high priority packet in the queue, it will be 
served before low and medium priority packets. Finally, equation 3 ensures 
that stop_sending_request packet can not be transmitted by the rectification 
component before the notification of the congestion control component, and 
this notification can not be transmitted before the occurrence of congestion , 
which can be detected when the available bandwidth is great than a pre­
defined threshold. 

4.2 Performance analysis 

QoS characterizes the non-functional properties of a system; it is ex­
pressed in terms of a number of quantifiable parameters that can be easily 
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evaluated after the derivation of CTMC from algebraic specification of the 
model, via a structured operational semantics rules. This chain can be used 
for constructing the infinitesimal generator matrix which is used to calculate 
the steady-state and transient probability distribution for the system. These 
probabilities will be used to derive the desired performance parameters by 
assigning a number describing a weight (usually called a reward) is attached 
to every state of the CTMC, and the performance parameter is defined as the 
weighted sum of the steady state probabilities of the Markovian model, like 
shows the following formula JV, x ni 
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Figure 4. Average delay vs arrival rate 
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Figure 5. Throughput vs arrival rate 

Where N is the size of CTMC, 71, is the steady state probability of state i, 
and rj is the reward attached to state i. EMPA provides an automatic way to 
calculate performance parameters using the preceding formulas, in addition 
to the implemented simulation routine. Using these techniques, we evaluate 
the performance of our algebraic model by focusing at the variation of aver­
age delay experienced by a packet and the throughput of the three modeled 
classes. We have increased the arrival rate of flows that pass through the 
model, and we divide this rate equally between all classes. 

The variation curves that are presented in figures 4 and 5 show that our 
model can provide an acceptable delay and throughput for packets within 
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highest priority range. The accuracy of these results is going to be depending 
on the detail that we have invested in the algebraic model, on the service rate 
of the scheduler, on the restriction of activities duration in SPA to exponen­
tial delay, and finally to the simple priority scheduler mechanism for queues 
instead of RED (Random Early Detection) usually used in DiffServ. These 
approximations are used to deal with the trade-off between accuracy of the 
model and the ability of the tool to verify functional behaviour due to limited 
memory with respect to the number of states in functional transition diagram 
(FTD), and to avoid state space explosion problem when evaluating per­
formance parameters by using CTMC. The used scheduling mechanism is 
the responsible of the fact that medium and low priority traffics experience a 
long delay and their throughputs degrade exponentially to near zero. 

5. CONCLUSION AND FURTHER RESEARCH 

In this paper, we have described a new scheme to create an adaptive ex­
tension to DiffServ for MANETs after investigating the suitability of the ex­
isting QoS wired technologies (IntServ and DiffServ) to the characteristics 
of these networks. Our scheme is based on dynamic estimation of the avail­
able bandwidth by each node in its shared media in a completely distributed 
manner, and adopts the call admission control mechanism used in SWAN to 
gather minimum available bandwidth along existing paths towards a speci­
fied destination in route discovery phase. These additional components make 
DiffServ treats highest priority classes in an elegant and dynamic way while 
remaining stateless and lightweight. 

Stochastic process algebras allow only the description of the task that 
must be accomplished by each component with an exponentially distributed 
duration in order to derive the CTMC from the described model. However, 
this is seen unrealistic for components that need deterministic duration and a 
description of this scheme with generally distributed activities will provide 
more accuracy while evaluating its quantitative parameters. This is why we 
focus in our current and future work at specifying our proposed scheme with 
generally distributed activities. In addition, some tasks need to be refined 
like the mechanism executed by nodes when receiving stop-sending-request, 
because the naive suppression of any routing information by the node that 
decides react face to network overload is not a good strategy and may pre­
vent the use of the only possible path between two hosts. This why there is a 
needs to enhance this mechanism in our future work. 



234 Osman Salem and Abdelmalek Benzekri 

REFERENCES 

1. S. Corson and J. Macker, "Mobile Ad hoc Networking (MANET): Routing Protocol Per­
formance Issues and Evaluation Considerations", RFC 2501, January 1999. 

2. C. E. Perkins and E. M. Belding-Royer, "Quality of Service for Ad Hoc On-Demand Dis­
tance Vector", Internet Draft, draft-perkins-manet-aodvqos-02.txt, 14 October 2003. 

3. R. Leung, J. Liu, E. Poon, A. C. Chan, B. Li, "MP-DSR: A QoS Aware Multi Path Dy­
namic Source Routing Protocol For Wireless Ad Hoc Networks", in the Proceedings of the 
26th Annual IEEE Conference on Local Computer Networks (LCN'01), November 14 - 16, 
2001, Tampa, Florida. 

4. J. Xue, P. Stuedi and G. Alonso, "ASAP: An Adaptive QoS Protocol for Mobile Ad Hoc 
Networks", in the Proceeding of 14th IEEE International Symposium on Personal, Indoor 
and Mobile Radio Communications (IEEE PIMRC 2003), 7-10 September 2003, Beijing, 
china. 

5. R. Sivakumar, P.S Inha and V. Bharghavan, "CEDAR: A Core-Extraction Distributed Ad 
Hoc Routing algorithm", IEEE Journal on Selected Areas in Communications, vol. 17, no. 
8, pp. 1454-1465, August 1999. 

6. R. Braden, D. Clark, and S. Shenker, "Integrated Services in the internet architecture: an 
overview", RFC 1633, USC/Information Sciences Institute, MIT, Xerox PARC, June 
1994. 

7. S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and W. Weiss, "An Architecture for 
Differentiated Services", RFC 2475, December 1998. 

8. S-B. Lee and A.T. Campbell, "INSIGNIA: In-band Signaling Support for QoS in Mobile 
Ad Hoc Networks", in the Proceedings of 5th International Workshop on Mobile Multime­
dia Communications (MoMuC, 98), Berlin, Germany, October 1998. 

9. H. Xiao, W.K.G. Seah, A. Lo and K.C. Chua, "A Flexible Quality of Service Model for 
Mobile Ad Hoc Networks", in the Proceedings of IEEE Vehicular Technology Conference 
(IEEE VTC2000-spring), 15-18 May 2000, Tokyo, Japan, pp 445-449. 

10.G-S. Ahn, A. T. Campbell, A. Veres, and Li-Hsiang Sun, "SWAN: Service Differentiation 
in Stateless Wireless Ad Hoc Networks", in the Proceedings of IEEE INFOCOM 2002, 
June 2002. 

1 I.E. Brinksma and H. Hermanns 2001, "Process Algebra and Markov Chains", Lecture on 
Formal Methods and Performance Analysis, Nijmegen, pp 183-231. 

12. J. Hillston, "PEPA Performance Evaluation Process Algebra", Technical Report of Com­
puter Science, Edinburgh University, March 1993. 

13.U. Herzog 1993, "TIPP: A Language for Timed Processes and Performance Evalua­
tion", Proceedings of the First International Workshop on Process Algebra and Perform­
ance Modelling, University of Edinburgh, UK. 

14.M. Bernardo and R. Gorrieri 1998b, "A Tutorial on EMPA: A Theory of Concurrent Proc­
esses with Nondeterminism, Priorities, Probabilities and Time", Theoretical Computer 
Science, ppl-54. 

15.A. Benzekri and O. Salem, "Modelling and Analyzing Dynamic Source Routing Protocol 
with General Distributions", In the Proceedings of the 11th International Conference on 
Analytical and Stochastic Modelling Techniques and Applications (ASMTA04), 13-16 
June 2004. 

16. A. Benzekri and O. Salem, "Functional Modelling and Performance Evaluation for Two 
Class DiffServ Router using Stochastic Process Algebra", in the Proceeding of the 17th 
European Simulation Multiconference, Nottingham - UK, SCS-European Publishing 
House , PP. 257-262, 10 June 2003. 



CROSS-LAYER PERFORMANCE EVALUATION 
OF IP-BASED APPLICATIONS RUNNING 
OVER THE AIR INTERFACE 

Dmitri Moltchanov, Yevgeni Koucheryavy, and Jarmo Harju 
Tampere University of Technology, Institute of Communications Engineering, P.O.Box 553, 
FIN-33101, Tampere, Finland. {moltchan,yk,harju\@cs.tut.fi 

Abstract: We propose a novel cross-layer analytic approach to performance evaluation of 
delay/loss sensitive IP-based applications running over the wireless channels. 
We firstly extend the small-scale propagation model representing the received 
signal strength to IP layer using the cross-layer mapping. Then, we replace the 
resulting IP layer wireless channel model by an artificial equivalent arrival pro­
cess using the error/arrival mapping. To get performance parameters of interest 
we use this process together with arrival process modeling the traffic source as 
an input to the queuing system with deterministic service time, limited number 
of waiting position and non-preemptive priority discipline representing the IP 
packet service process of the wireless channel. 

Keywords: IP layer wireless channels model, cross-layer mapping, performance evaluation. 

1. INTRODUCTION 

To predict performance of wireless channels, propagation models represent­
ing the received signal strength are often used. However, these models cannot 
be directly used in performance evaluation studies and must be previously ex­
tended to the IP layer at which QoS is defined. For such extension to be accu­
rate, we have to take into account specific peculiarities of underlying layers in­
cluding modulation schemes at the physical layer, data-link error concealment 
techniques and segmentation procedures between different layers. Wireless 
channel model for performance evaluation studies must be cross-layer com­
plex function of propagation characteristics at the layer of interest. 

Up to date only a few studies devoted to IP layer performance of applications 
running over the air interface have been published. Most studies were devoted 
to performance of the data-link layer protocols (Krunz and Kim, 2001; Zorzi 
et al., 1997) and rely on approaches specifically developed for wireless trans-

http://tut.fi
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mission medium. Hence, they often require new approximations, algorithms, 
stable recursions etc. Additionally, most of them adopt restrictive assumptions 
regarding the performance of wireless channels at layers above physical which 
may lead to incorrect estimation of IP layer performance parameters. 

In this paper we propose a cross-layer analytic approach to performance 
evaluation of delay/loss sensitive IP-based applications running over the wire­
less channels. To use results available in queuing theory we show how to rep­
resent the problem of unreliable transmission over the wireless channel using 
a simple queuing model with two inputs. To achieve this goal we firstly extend 
the small-scale propagation model representing the received signal strength 
to the IP layer using the cross-layer mapping. Then, we replace the IP layer 
wireless channel model by an artificial equivalent arrival process using the er­
ror/arrival mapping. We use this process together with the arrival process mod­
eling the traffic source as an input to the queuing system with deterministic 
service time, limited number of waiting position and non-preemptive priority 
discipline modeling the service process of the wireless channel. 

Our paper is organized as follows. In Section 2 we review propagation char­
acteristics of wireless channels and models used to capture them. In section 3 
we propose an extension to the IP layer. Performance evaluation is carried out 
in Section 4. Then, in Section 5 we provide numerical examples. Conclusions 
are drawn in the last section. 

2. WIRELESS PROPAGATION CHARACTERISTICS 

To represent performance of wireless channels propagation models are used. 
Usually, we distinguish between large-scale and small-scale propagation mod­
els (Rappaport, 2002). The latter ones capture characteristics of wireless chan­
nel on a finer granularity than large-scale ones and implicitly take into ac­
count movements of users over short travel distances (Saleh and Valenzuela, 
1987; Durgin and Rappaport, 2000). To capture small-scale propagation char­
acteristics we have to take into account the presence of LOS between the trans­
mitter and a receiver. In the presence of dominant non-fading component the 
small-scale propagation distribution is Rician. As the dominant component 
fades away Rician distribution degenerates to Rayleigh one. 

Model of small-scale propagation characteristics 

Assume a discrete-time environment, i.e. time axis is slotted, the slot dura­
tion is constant and given by At = (U+i — U), i = 0 ,1 , — We choose At 
such that it equals to the time to transmit a single bit at the wireless channel. 
Hence, the choice of At explicitly depends on properties of the physical layer. 
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Small-scale propagation characteristics are often represented by the stochas­
tic process {L(n), n — 0 , 1 , . . . } modulated by the discrete-time Markov chain 
{SL(n),n = 0 , 1 , . . . }, SL(TI) e { 1 , 2 , . . . , M} each state of which is asso­
ciated with conditional probability distribution function of the signal strength 
FL(kAf\i)(Af) = Pr{L(n) = kAf\SL(n) = i}9 k = 1, 2 , . . . , N, i = 
1,2, . . . , M, where N is the number of bins to which the signal strength is par­
titioned and Af is the discretization interval (Zhang and Kassam, 1999; Swarts 
and Ferreira, 1999). Underlying modulation allows to capture autocorrelation 
properties of the signal strength process. Since it is allowed for the Markov 
process { ^ ( n ) , n = 0 , 1 , . . . } to change the state in every time slot, every bit 
may experience different signal strengths. 

Let DL and T?L — (TTI, 7T2,..., TTM) be the one-step transition probability 
matrix and stationary probability vector of {5z,(n), n = 0 , 1 , . . . } respectively. 
Parameters M, DL, Fi(kAf\i)(Af), must be estimated from statistical data 
(Zhang and Kassam, 1999; Swarts and Ferreira, 1999). For the ease of notation 
we will use FL(k\i) instead of FL(kAf\i)(Af). 

3. WIRELESS CHANNEL MODEL AT THE IP LAYER 

The small-scale propagation model of the received signal strength defined 
in the previous section cannot be directly used in performance evaluation stud­
ies and must be properly extended to the IP layer at which QoS is defined. To 
do so we have to take into account specific peculiarities of layers below IP in­
cluding modulation schemes at the physical layer, data-link error concealment 
techniques and segmentation procedures between different layers. 

In the following we define models of incorrect reception of the protocol data 
units (PDU) at different layers. For this purpose we implicitly assume that the 
appropriate PDUs are consecutively transmitted at corresponding layers. 

Bit error process 

Consider a certain state i of the Markov chain {Sx(n), n = 0 , 1 , . . . }. Since 
the probability of a single bit error is the deterministic function of the received 
signal strength (Rappaport, 2002), all values of Fi,{k\i) that are less or equal 
to a computed value of so-called bit error threshold BT cause bit error. Those 
values which are greater than BT do not cause bit error. Thus, each state of the 
Markov process {SL(TI), n = 0 , 1 , . . . } can be associated with the following 
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bit error probability: 

pE,i = Pr{E(n) = l\SE(n) = i} = £ Pr{L(n) = k\SL(n) = *}, (1) 

where {E(n),n = 0 , 1 , . . . },-B(n) G {0,1} is the bit error process for which 1 
denotes incorrectly received bit, 0 denotes correctly received bit, {5^(n) , n = 
0 , 1 , . . . } is the underlying Markov chain of {E(n),n = 0 , 1 , . . . }. Note that 
{SL(™) 5 ™ = 0 , 1 , . . . } and { ^ ( n ) , n = 0 , 1 , . . . } are the same and 7?E = ^L* 
DE = DL, where DE and JTE are one-step transition probability matrix and 
stationary distribution vector of {5^(n), n = 0 , 1 , . . . } respectively. BT must 
be estimated based on a modulation scheme and other specific features of the 
physical layer utilized at a given wireless channel (Rappaport, 2002). 

Denote by dE,ij{k) = Pr{E(n) = k,SE(n) = j\SE{n-l) = i},fc = 0 , l , 
the transition probability from state i to state j with correct and incorrect bit 
reception respectively. These probabilities are represented in a compact form 
using matrices DE{1) and D#(0), DE{1) + DE{0) = DE- The state from 
which the transition occurs completely determines the bit error probability. 
The state to which transition occurs is used for convenience of matrix notation. 

Frame error process without FEC 

Assume that the length of the frame is constant and equal to m bits. Se­
quence of consecutively transmitted bits, denoted by gray rectangles, is shown 
inFig. 1, where (/ —1),/, (Z+l) denote time intervals whose length equal to the 
time to transmit one frame; k, i, j , denote the state of { ^ ( n ) , n = 0 , 1 , . . . } 
in the beginning of these intervals. 

Consider the stochastic process {N(l),l = 0 , 1 , . . . },N(l) G { 0 , 1 , . . . , r a} , 
describing the number of incorrectly received bits in consecutive bit patterns of 
the length m. This process is doubly-stochastic with underlying Markov chain 
{SJV(7), I = 0 , 1 , . . . } and can be defined via the bit error process. 

... H - i . . . p-fn ••• m ••• r h ••• » 
. I m; 1 ro) 1 nu t 

M / /+1 

Figure 1. Sequence of consecutively transmitted bits at the wireless channel. 

Denote the probability of going from state i to state j for the Markov chain 
{SN(1)J = 0 , 1 , . . . } with exactly £;, k = 0 , 1 , . . . , m incorrectly received bits 
in a bit pattern of length m by djsiij(k) = Pr{N(l) = fc, SN(1) = j\Sjy(l — 



Performance evaluation of IP-based applications running over the air interface 239 

1) = i}. These probabilities can be found using DF{k), k = 0,1, TTE-

dN,ij(0)=nED1%{0)e, 
o 

dN^)=^E E D™-k-\0)DE{l)Dk
E(Q)e, 

k=m—l 

4 , y H = ^ ( l ) ? , (2) 

where ef is the vector of ones of appropriate size. 
Let us introduce the frame error process {F(l): I = 0 , 1 , . . . }, F(l) £ 

{0,1}, where 0 indicates the correct frame reception, 1 denotes incorrect frame 
reception. Process {F(l), I = 0 ,1 , . . . } is modulated by underlying Markov 
chain {SF(l), n = 0 , 1 , . . . }. Note that {SF(l), I = 0 , 1 , . . . } and {SN(l), I = 
0 , 1 , . . . } are the same. Let us denote the probability of going from state i to 
state j for the Markov chain {SF(l), Z = 0 ,1 , . . . } with exactly k, k = 0,1 in­
correctly received frames by dF,ij(k). Process {N(l), I = 0 , 1 , . . . } describing 
the number of bit errors in consecutive frames can be related to the frame error 
process {F(l), I = 0 , 1 , . . . } using the so-called frame error threshold FT: 

FT — 1 TO 
dF,ij(0) = Yl dN,ij(k), dFiij(l) = ^2 dN,ij(k). (3) 

fc=0 k=FT 

Expressions (3) are interpreted as follows: if the number of incorrectly re­
ceived bits in a frame is greater or equal to a computed value of the frame error 
threshold (k > FT) the frame is incorrectly received and F(l) = 1, otherwise 
(k < FT) the frame is correctly received and F(l) = 0. 

Assume that FEC is not used at the data-link layer. It means that every time 
a frame contains at least one bit error, it is received incorrectly (FT = 1). Thus, 
transition probabilities (3) of the frame error process take the following form: 

TO 

dF,ij(0) = dNiij(0), dFiij(l) = ^2 dNtf(k) = 1 - dFiij(0). (4) 
fc=i 

The slot durations of {N(l), I = 0 , 1 , . . . } and {F(Z), / = 0 , 1 , . . . } are the 
same A^ and related to the slot duration of received signal strength process 
{L(n),n = 0 , 1 , . . . } as At' = nlAt, n = 0 , 1 , . . . . 

Frame error process with FEC 

FT depends on FEC correction capabilities. Assume that the number of bit 
errors that can be corrected by a FEC code is l. Then, FT = (/ +1) and a frame 
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is incorrectly received when k > (I + 1). Otherwise, it is correctly received. 
Thus, transition probabilities (3) take the following form: 

l m 

dF,ij(0) = Y^dN,ij(k), dFjj(l) = ^2 dN:ij(k). (5) 
/c=0 k=l+l 

IP packet error process 

Assume that every IP packet is segmented into z frames of equal size at the 
data-link layer. Sequence of consecutively transmitted frames, denoted by gray 
rectangles, is shown in Fig. 2, where (h — 1), h, (h + 1) denote time intervals 
whose length equal to the time to transmit one packet; k, i, j , denote the state 
of the Markov chain {5i?(n), n = 0 ,1 , . . . } in the beginning of these intervals. 
Assumption of the constant frame size does not restrict the generality of results 
as long as only one traffic source is allowed to be active at any instant of time. 

Let the stochastic process be {M(h), h — 1, 2 , . . . }, M{h) e {0 ,1 , . . . , z}9 

describing the number of incorrectly received frames in a consecutive frame 
patterns of the length z. The process, modulated by Markov chain {SM {h),h = 
0 ,1 , . . . } , can be completely defined via the frame error process. 

••• r H ••• r~h -•• diPi ••• r~n ••• , 
I 1 z ! 1 z l 1 z l ' 

A>-1 h fc+1 

Figure 2. Sequence of consecutively transmitted frames at the wireless channel. 

Denote the probability of going from state i to state j for the Markov chain 
{SMW, h — 0 , 1 , . . . } with exactly k, k = 0 , 1 , . . . , z incorrectly received 
frames in a frame pattern of length z by dM,ij(k) = Pr{M(h) = fc, SMW — 
j\SM{h — 1) = i}> These transition probabilities can be found using Dp(k), 
k = 0,1 and ftp of{F(l), I = 0 , 1 , . . . } as follows: 

dM,ij{0) =7rFDz
F(0)e, 
o 

k=z-l 

dM,ij(z) = 7TFDz
F(l)e, (6) 

where 7YF is the stationary distribution vector of {SF(l), I = 0 , 1 , . . . }. 
Let us introduce the packet error process {P(h), h = 0 , 1 , . . . }, P(h) G 

{0,1}, where 0 indicates correct packet reception, 1 denotes incorrect packet 
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reception. Process {P(/i)> h = 0 , 1 , . . . } is modulated by underlying Markov 
chain {SP(h),h = 0 , 1 , . - . } . {SP(h),h = 0 , 1 , . . . } and {SM(h), h = 
0 , 1 , . . . } are the same. Denote the probability of going from state i to state j 
for the Markov chain {Sp(h), h = 0 , 1 , . . . } with exactly k, k = 0,1 incor­
rectly received packets by dp^j(k). Process {M(/i),/i = 0 , l , . . . } describing 
the number of incorrectly received frames in consecutively transmitted pack­
ets can be related to the packet error process {P(h), h = 0 , 1 , . . . } using the 
so-called packet error threshold PT' 

PT-l Z 

dp,ij(0) = ^ dM,ij(k), dp^j(l) = 22 dM,ij(k) = 1 - dM,ij- (7) 
fc=o k=PT 

Expressions (7) are interpreted as follows: if the number of incorrectly re­
ceived frames in the packet are greater or equal to a computed value of the 
packet error threshold (fc > PT) the packet is incorrectly received (P(h) = 1). 
Otherwise, it is correctly received (P(h) = 0). Since no error correction pro­
cedures are defined for IP layer, PT = 1 and only C?M,ZJ(0) must be computed 
in (6). That is every time a packet contains at least one incorrectly received 
frame, the whole packet is received incorrectly. 

Slot durations of {P(/i), h = 0 , 1 , . . . } and {M(/i), h = 0 , 1 , . . . } are the 
same At" and related to the slot duration of the received signal strength process 
as At" = nlhAt, n = 0 , 1 , . . . . 

Illustration of the proposed extension 

An illustration of the proposed cross-layer mapping is shown in the Fig. 
3 where time diagrams of {L(n), n = 0 , 1 , . . . }, {E(n),n = 0 , 1 , . . . }, 
{N(l), I = 0 , 1 , . . . }, {F(0 ,1 = 0 , 1 , . . . }, {M(h), h = 0 , 1 , . . . }, {P(h), h = 
0 , 1 , . . . } are shown. To define the model of incorrect reception of PDUs at dif­
ferent layers we implicitly assumed that appropriate PDUs are consecutively 
transmitted at corresponding layers. Hence, the IP packet error process is con­
ditioned on the event of consecutive transmission of packets. 

4. PERFORMANCE EVALUATION 

In this subsection we provide an analytical technique for derivation of vari­
ous performance parameters of the packet service process at the wireless chan­
nel. The proposed method is entirely based on classic queuing theory and 
applicable for delay/loss sensitive applications for which only FEC is imple­
mented at the data-link layer. 
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• A{P(/J),/)=0,1,..} 
Network layer 

l I | ; 1 | • 

Figure 3. An illustration of the proposed cross-layer mapping. 

Artificial arrival process. Given a Markov chain each state of which is 
associated with a certain packet error probability we propose to approximate 
the complexity of the packet error process by the so-called 'artificial' Markov 
modulated arrival process using error/arrival mappings. The mapping is straight­
forward: every time when the packet is incorrectly received with a certain 
probability, an arrival occurs with the same probability. Since it is not required 
to change the underlying Markovian structure and parameters of the IP layer 
wireless channel model, new parametrization procedure is not needed. The re­
sulting arrival process is classified as a discrete-time Markovian arrival process 
(D-MAP). We denote it by MAP#. 

Tagged arrival process. Assume that the arrival process from user's traf­
fic source is represented by D-MAP {WT(TI), n = 0 , 1 , . . . } with underlying 
Markov chain { ^ ( n ) , n = 0 , 1 , . . . }, ST(TI) G { 1 , 2 , . . . , M ^ } . According 
to it, each pair of states of the set { 1 , 2 , . . . , Mr} is associated with probability 
of one arrival, i.e. given a pair (i, j), z, j = 1, 2 , . . . , Mr one arrival occurs in 
a slot with probability pr,ij — Pr{WT(n) = l ,SV(n) = i\ST(n — 1) = i} 
and no arrival occurs with complementary probability 1 — pr,ij- We denote 
this process by MAP^ 

Description of the queuing system. We represent the service process of the 
wireless channel by the queuing system M A P T + M A P # / D / 1 / K where arrivals 
coming from MAP^ are of higher priority than those ones coming from M A P T 

and every arrival requires a service time of exactly one slot At"'. The system 
operates as follows. At each slot boundary the server tries to serve an arrival 
from MAP£;, if any. If not, it serves an arrival from MAP^. It is sufficient to 
assume a non-preemptive priority discipline for our system. Indeed, any arrival 
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coming from MAP# does not wait in the buffer and scheduled for service at 
the beginning of the nearest slot. Since at most one arrival may occur per a slot 
from MAP# and these arrivals do not wait for service, waiting positions are 
only occupied by low priority arrivals. The service discipline is FCFS for low 
priority arrivals. 

Queuing analysis. The loss probability is an important parameter for de­
lay/loss sensitive applications. Given previously defined queuing model we 
have to determine packet losses experienced by MAPx due to buffer overflow. 

Wj{n^ )+W£(n-1) W^+W^n) W+n+1)+W£(/i+1) 
I S^(n-1) I S&\n) I _ StQ)(A7+1) 

- n t h slot • H — ( n + 1 )th s l o t — • ! time ^ 

i ; ; 
Departures 

Figure 4. Time diagram of the queuing system. 

Time diagram of the queuing system is given in the Fig. 4. Complete 
description of the queuing system requires a two-dimensional Markov chain 
{^(n) , SQ(TI): n = 0 , 1 , . . . } embedded at the moments of departures, where 
SA(^) = S'E(^) x Sr(n) is the state of superposition of MAP^ and MAP^, 
SQ(TI) e {0 ,1 , . . . , K} is the number of customers in the system at the mo­
ments of departures. Let T be the transition matrix of such Markov chain and 
% = (^i,o, >.j XMA,K), MA = MEMT be the row array containing stationary 
probabilities. One can solve for fusing xT = x, xe — 1. 

Let us determine the loss probability LT for M A P T as a limiting probability 
of ratio between the number of lost arrivals of MAP7- in a slot and the number 
of arrivals from this process in a slot: 

Lr = lira M * (8) 

Since at most one arrival is allowed in a slot from each of arrival processes 
the loss of one customer from MAP^ always occurs when the state of the 
queuing system is (SA — hSQ = K), i = 1, 2 , . . . , MEMT and may occur 
when the state of the system is (5A = i, SQ = K — 1). We have: 

ME MT MT 

i = i j=i 1=1 

ME MT ME MT 

+ S J2 XHJ),K-1 Yl PE,imJ2PT,H- (9) 
j=l i=l ra=l 1=1 
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where X(ij),K and X(ij),K-i a r e (* + h K) and (i + j , i f — 1) elements of sta­
tionary distribution of { 5 A (n), 5g (n ) ,n = 0, 1, . . . },PT,ij,hJ = 1,2, . . . ,MT 
are probabilities of arrival from MAP^ going from state i to state j , PE,IJ, 

i,j = 1, 2 , . . . , ME are probabilities of arrival from MAP# going from state i 
to state j . The mean arrival rate of M A P T is given by: 

MT MT 

E[WT] = ^nT,iY^PT,ij, (10) 
i=i j= i 

where TTT.I and TXE,% are elements of stationary probability vectors of {ST (n), n = 
0 , 1 , . . . } and {ST(TI), n = 0 , 1 , . . . } respectively. Substituting (10) and (9) in 
(8) we get a final expression for loss probability. 

Let us now denote by E[ST,Q], E[SE,Q] and E[SA,Q] the mean number of 
customers in the system of MAP^, MAP# and superposed arrival processes 
respectively. For these quantities the following simple relation holds: 

E[ST,Q]=E[SA,Q]-E[SE,Q]. (11) 

Since MAP# has an absolute priority over M A P T , E[ST,Q] can be esti­
mated from queuing system MAP^/D/1/K neglecting those arrivals coming 
from MAP^. For arrivals from MAP# in MAP^/D/1/K queuing system the 
Little's result gives: 

E[SEIQ] = E[WE]E[DEI (12) 

where E[DE] is the mean sojourn time in the system of arrivals from MAP#. 
One may note that this time is always equal to the service time (one slot). 
Indeed, at most one arrival from MAP# is allowed and this arrival is always 
served without waiting for service. Therefore, we have: 

ME ME 

E[SE,Q} = J27r^T,PZM' <13) 
i = l j=l 

where TTE.I is the ith element of steady-state distribution of {SE(n),n = 
0 , 1 , . . . }. E[SA,Q] can be estimated from the stationary distribution x as: 

MEMT K 

E[SA,Q]= E E ^ f c - <14) 
i = l k=0 

Finally, substituting (14) and (13) to (11) we get: 

MEMT K ME ME 

i = l /c=0 i = l j=l 



Performance evaluation of IP-based applications running over the air interface 245 

5. NUMERICAL EXAMPLES 

To provide an example of IP layer performance evaluation let us assume that 
the wireless channel at the physical layer is represented by the Markov chain 
with M = 4, pE,i = 0, i = 1,2,3, PE,± = 0.01 and the following transition 
probability matrix: 

PE = 

/0.42 
0.18 
0.07 

y).03 

0.18 
0.42 
0.03 
0.07 

0.24 
0.04 
0.54 
0.09 

0.16\ 
0.36 ' 
0.36 
0.81/ 

(16) 

Consider how the segmentation procedures between the data-link and IP 
layers affect the mean number of incorrectly received packets at the IP layer. 
Estimated values of the mean number of incorrectly received packets, E[P], for 
different values of the number of frames to which the IP packet is segmented, 
z, number of bits in a single frame, m, number of incorrectly received bits that 
can be corrected, I, and Bernoulli arrival process with probability of one arrival 
set to 0.7 are shown in Fig. 5. Observing the obtained results we conclude that 
z = 1 gives the best possible conditions at the IP layer. Note that setting z = 1, 
E[P] provides the number of incorrectly received frames at the data-link layer. 

E[P] E[P) 

Figure 5. Mean number of lost IP packets for different values of z, m and I. 

Assume now that the wireless channel at the physical layer is represented by 
the Markov chain with M = 3, PE,I = 0, PE,2 = PE,3 = 1, and the following 
transition probability matrix: 

PE = 

0.6 
0 

0.8 

0.4 
0.2 
0 

0 
0.8 
0.2 

(17) 

We set z = 1 and choose the arrival process from the traffic source to be 
Bernoulli with pr as the probability of one arrival. In the left part of the Fig. 
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6 the packet loss probabilities are shown for different values of pr and differ­
ent capacity of the system K. One may notice that given a wireless channel 
characteristics andp^ > 0-3 packet losses become significant. 

Let us now assume that it is possible to adjust parameters of environment 
such that PE,2 — 0. For example, it can done by proper displacement of the 
transmitter antenna. Loss probabilities for PE,2 = 0 and PE,2 = 1 are shown 
in the right part of Fig. 6. One may notice that the probability of loss decreases 
significantly when PE,2 — 0. For example, for px = 0.3 and K = 9, LT 
reaches 10~6. 

Figure 6. Loss probability LT for different pr and ps,2. 

6. CONCLUSIONS 

We provided a tool for accurate performance evaluation of delay/loss sen­
sitive IP-based applications running over the wireless channels. The proposed 
wireless channel model can be used for performance evaluation at the IP layer 
using the classic queuing theory. 

Despite of abovementioned advantages, the proposed model entirely relies 
on classic small-scale propagation model and does not take into account signal 
strength attenuation caused by movements over larger distances. The aim of 
our further work is to relax this assumption. 
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Abstract: Packet-based optical ring becomes the standard access medium in metropolitan 
networks. Its performance depends mainly on how optical resource sharing, 
among different competing access nodes, takes place. This network architec­
ture has mostly been explored in regard to synchronous transmission. How­
ever, in the present paper, we focus on the performance of asynchronous 
transmission-based metropolitan networks with variable packet sizes. Analyti­
cal models are presented in an attempt to provide explicit formulas that ex­
press the mean access delay of each node of the bus-based optical access net­
work. In addition, we prove that in such a network, fairness problems are 
likely to arise between upstream and downstream nodes sharing a common 
data channel. Furthermore, we show that sharing the available bandwidth 
fairly and arbitrarily between access nodes, as in slotted WDM rings, does not 
resolve the fairness problem in asynchronous system. A basic rule, in order to 
achieve fairness, consists in avoiding random division of the available band­
width caused by the arbitrary transmission of the upstream nodes. 

Key words: Bus-based optical access network, Medium Access Control (MAC) Protocol, 
Fairness control, Access delay evaluation. 

1. INTRODUCTION 

In next-generation metropolitan networks, internet traffic is deemed to be 
stamped by three important characteristics. In fact, packet-based data traffic 
of bursty nature will become prevalent 1. Moreover, it is believed that traffic 
will fluctuate heavily and on a random basis. Finally, internet traffic will 
keep on growing in the next few years up to, and eventually beyond, 1 
Tbit/s. The architecture of next-generation metro networks must conse-
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quently evolve enabling to tackle the new challenges, which are set by the 
aforementioned characteristics. In this regard, three major enabling factors 
can be identified as crucial for the evolution process: optics, packet switch­
ing and protocol convergence. 

In the metropolitan segment, infrastructures are generally organized over 
a ring topology. We have proposed a new architecture named DBORN (Dual 
Bus Optical Ring Network), which satisfies all the requirements of next-
generation metro networks. The DBORN architecture will be described in 
this paper. For more detailed information about this architecture the reader is 
invited to refer to 2. Nonetheless, the work presented in this study, is more 
pertaining to the design of the media-access-control (MAC) protocol planned 
for the bus-based optical access networks such as DBORN. This protocol is 
designed for efficient transport of variable-sized IP packets, whereas it does 
not address the inherent fairness control issue, characteristic of shared me­
dium networks. 

Generally, in order to avoid collisions on the individual WDM channels 
of such networks and arbitrate the bandwidth access, MAC protocols are 
needed. In the mean time, several access protocols for all-optical slotted 
WDM rings have been proposed in the literature 3, 4, 5. Most of them con­
sider as many wavelength channels as nodes in the network, resulting in se­
rious scalability issues, especially for MANs (Metropolitan Area Networks). 
Moreover, some proposals require transmitter/receiver arrays at each node 
leading to high equipment costs and control complexity 5. In order to deal 
with the aforementioned limitations, we proposed a novel access protocol for 
a packet-based optical metropolitan network supporting much more ring 
nodes than the available wavelengths in the network. The proposed MAC 
protocol addresses the case of non slotted WDM rings. 

Since several source nodes share a common channel, one upstream node 
can grab all the available bandwidth, and possibly starve downstream nodes 
competing to access the same channel. Protocols at various levels (such as 
MAC or CAC - Call Admission Control) must be introduced to ensure good 
utilization of transmission resources and alleviate fairness problems. In gen­
eral, fairness control mechanisms limit the transmission of upstream nodes in 
an attempt to leave enough bandwidth for downstream stations 6,7. These 
schemes may be efficient in the case of slotted WDM rings (i.e. synchronous 
transmission). However, they do not perform well in the case of asynchro­
nous transmission based architectures like DBORN. We present here ana­
lytical models that aim to illustrate this issue. Despite its importance and up 
to now, the analytical study of asynchronous transmission in bus-based opti­
cal access networks has not been tackled. 

The key behavior metric in such networks is the access delay at each 
node competing to access the shared data medium. By presenting a specific 
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two-nodes bus as a first case study, we examine the average access delay of 
each node thanks to an exact analytical model. Afterwards, approximate 
models handling the general case, with much more nodes, are developed. 
The fairness issues are also dealt with in the proposed models. Simulation 
results show that the analytical models remain highly accurate under various 
traffic loads. 

The remaining parts of this article are organized as follows. Section II fo­
cuses on the MAC context including a description of the network and node 
architectures along with the main features. Analytical models for evaluating 
the access delay performance of each ring node are developed in Section III. 
Then, section IV validates the accuracy of the models by comparing the ana­
lytical results with that obtained by means of simulations, and it discusses 
the effects of unfair access to the data channel. Finally, some conclusions are 
drawn in section V. 

2. NETWORK ARCHITECTURE AND MAC 
DESIGN 

This section describes the DBORN architecture and the proposed MAC 
protocol. DBORN can be described as a unidirectional fiber split into down­
stream and upstream channels spectrally disjoint (i.e. on different wave­
lengths) as shown in figure 1. The downstream bus, initiated at the hub node, 
is a medium shared in reading, while the upstream bus, initiated in the ring 
nodes, is a multiple access-writing medium. 

to/from 
axe networks 

Figure 1. Overview of DBORN network and node architecture 
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In terms of logical performance, the main issue is related to the collision-
free packet insertion on a shared writing bus. Since the transit path remains 
transparent and passive, no packet is dropped once transmitted on the ring 
(optical memory is still in the research stage). Hence, traffic control mecha­
nisms are required at the electronic edge of the ring nodes to regulate data 
emission. In this regard, each DBORN ring node is equipped with void/null-
detection mechanism in its upstream operating plane. This mechanism tends 
to retain the upstream traffic flow within the optical layer while monitoring 
the medium activity. 

In a fixed-slotted ring system with fixed-packet size, void (i.e. slot) filling 
can be carried out immediately upon its detection, since the void duration is 
either one or multiple series of fixed-packet size duration. The detected void 
is therefore guaranteed to have a minimum duration of one fixed-packet 
length. However in non slotted ring systems with variable packet length and 
arbitrary void duration, it is very likely for a collision to occur if a packet is 
immediately transmitted upon detecting the edge of a void. 

To avoid the abovementioned problem, a very simple collision avoidance 
system is implemented through photodiode power detection on each locally 
accessible upstream wavelength (figure 2). So, ring nodes first use an optical 
coupler to separate an incoming signal into two identical signals: the main 
transit signal and its copy used for control. A Fiber Delay Line (FDL) cre-

: detection window > [ 

incoming transit ^ j s added frame 
frames "^ 

photodiode 

void detection 

FDL J ^ . .^X, P 
c^>-

IT, \E22L MAC 
logic 

w nput 
I A/ buffer 

Figure 2. Schema of the CSMA/CA based MAC of DBORN 

ates on the transit path a fixed delay between the control unit and the add 
function realized through a 2:1 coupler. With regard to the control part, as in 
8, low bit rate photodiodes (ph) -typically 155 MHz- are used to monitor the 
activity on upstream wavelengths. 

This way, voids are detected and a fixed length FDL - slightly larger than 
the MTU (Maximum Transmission Unit) size allowed on the network - en­
sures collision free packet insertion on the upstream bus from the add port. 
The introduction of a FDL delays the upstream flow by one maximum frame 

file:///E22L
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duration plus the information processing time, so that the MAC unit will 
have sufficient time to listen and measure the medium occupancy. The ring 
node will begin injecting a packet to fill the void only if the null period is 
large enough (i.e. at least equal to the size of the packet to be inserted). Un­
delivered data will remain buffered in the electronic memory of the ring 
node until a sufficient void space is detected. 

However, considering only this basic mechanism, HOL (Head Of the 
Line) blocking and fairness issues arise. A direct resulting effect is perform­
ance degradation for ring nodes that are close to the hub node on the up­
stream bus. Additional flow control mechanisms have thus to be considered, 
both at the MAC layer and in upper layers at edge nodes. 

3. ANALYTICAL MODELS 

3.1 Framework 

In this section, we will analyze the performance of the network in term of 
access delay. The proposed MAC protocol, which is based on CSMA/CA 
principle, avoids collision between local and transient packets competing to 
access the shared medium. As described earlier, the MAC protocol detects a 
gap between two packets on the optical channel, then it tries to insert a local 
packet into the perceived gap. However, in such an environment, fairness 
issues could arise. 

In this study, the network is composed of TV ring nodes sharing a common 
medium (e.g. one wavelength) used to contact the hub. Packets arrive to each 
node according to a Poisson process with an arrival rate X (the analysis pre­
sented in this paper can easily be extended to unbalanced traffic conditions). 
We assume that the transmission time of the packets S forms a sequence of 
iid random variables, distributed according to some common distribution 
function fs with a mean£[5], a second moment E[S2] and a Laplace trans­
form B*. Moreover, we assume that the length of the packets emitted by the 
different nodes has the same distribution. The input load pt of a node / 
(/ = 1,..., N) is consequently equal to: 

Pl=p = XE[s] (1) 

The aim of this study is to determine the mean waiting time (or the access 
delay) of the different nodes E\wt\, defined as the time spent by a packet in 
the queue / until successfully starting its transmission. Once a packet is 
emitted, it will not be blocked anymore and will only experience constant 
delays up to the hub. 
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We will first study the performance of the first two nodes. An exact 
model is presented. Approximate analytical methods are then proposed to 
extend the results to the following nodes, giving upper and lower bounds of 
the waiting time. 

3.2 Analysis of the first two nodes 

Busy period Small idle period: 
Unused bandwidth 

Figure 3. Activity on the data channel 

In order to simplify the analysis, let us primarily consider the first two 
nodes. The traffic of the first node has a higher priority to access the me­
dium. The head-of-line packet of the second queue can only access the chan­
nel if the medium is free for a sufficient time period, larger than its transmis­
sion time (figure 3). So, the emission process of the second node depends on 
the activity of the first one. The first queue can be simply modeled by an 
M/G/l queue. Hence, the waiting time of the first node is given by: 

^ i l = ̂ l (2) 
2(1 -p) 

So in the remainder study, we will focus on the second queue analysis. 
This method will be iterated to determine the performance of the other 
nodes. In this paper, the "link state" refers to the state of the link when a 
packet, from a ring node, attempts to access the data channel. The wave­
length channel can be in one of two states: free (idle) or occupied (busy). It 
is obvious that for packets from the upstream node, i.e. node 1, the channel 
is always idle. However, when packets from the downstream node, i.e. node 
2, try to access the channel, the latter can be either free or occupied by up­
stream traffic. It is important to note in this regard that the state of the me­
dium, as seen by node 2, alternates continuously between an idle and a busy 
period. 

Let {^( / ) , /GR} denote the arrival process of packets to the queue /. As 
the delays due to the propagation from node 1 to node 2 (Aj ) and to the 
FDL (A2) are constant, the whole system can be analyzed as a priority 
queue with Preemptive Repeat Identical (PRI) discipline 9 (i.e. if a packet 
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can not be sent because the idle period is not long enough, the packet size 
will not change). The arrival process of packets is defined as, 
A(t) - Ax (t - A) + A2 (t), where traffic 1 has the higher priority and 
A = Aj + A2. The workload for the queue consists of two classes of jobs. The 
objective is to determine the average waiting time for jobs of each class in 
the queue. Note that the waiting time of the higher priority class, ^ [ ^ ] ? is 
simply the waiting time in an ordinary M/G/l queue as described in (2). Be­
low, we will focus on the waiting time of the class / customers where /* > 2 . 

Under a preemptive repeat policy, service is interrupted whenever an ar­
riving customer has higher priority than the one in service. The new arrived 
customer begins service at once. A preempted job will restart service from 
the beginning as soon as there are no higher priority jobs remaining in the 
queue. In other words, the preemptive repeat strategy stipulates that the work 
already done on an interrupted job is lost. In this case, the transmission time 
of the interrupted packet may be re-sampled according to the service time 
distribution after every preemption (preemptive repeat different discipline) 
or it may be the same as in the first service attempt (preemptive repeat iden­
tical discipline). In this study, we adopt the PRI discipline since it coincides 
with the real behavior of the network. 

We can consequently apply the results presented in 9 based on 10. Let 
C, denote the completion time of a class / customer (i.e. the time between 
starting and finishing service, including the preemption time). Let S2 be the 
transmission time of the packet of class 2 that is chosen first. Suppose that n 
preemptions occur because of the arrival of packets of class 1. Let I(n) be 
the service time futilely expended due to the nth preemption, and B(n) be the 
duration of the nth preemption. Note that I(n) is the nth unusable idle period 
encountered by the packet while trying to access the data channel and B(ri) 
is the nth busy period of packets of class 1. The completion time C2 for a 
packet of class 2 can be written as: 

n n 

n=\ n=\ 

Which leads to: 

* ] = - ? y - , w i t h j u = ^ i ^ (4) 
\- p A 

The mean waiting time may be derived as follows. In the book referenced 
above, the mean waiting time E[z2] is the time spent by a class 2 packet 
from its arrival until service begins. It does not include the completion time. 
The mean response time E[R2]

 ls consequently equal to: 

E[R2]=E[Z2]+E[C2] (5) 
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As explained before, we refer in this paper to the waiting time, as the 
time spent by a packet in the queue until its transmission successfully begins. 
The mean waiting time E\fV2 ] can be written as: 

E[W2]=E[R2]-E[S] (6) 

In the case of p traffic classes, we have: 

with 

Pk=t^ (8) 
/ = 1 

- _2{B,(-2(k-l)A)-B*(-(k-\)i)+{k-\)AB',(-(k-l)A)} 
4,2 (k-i)A 

X 1,2 = E[S2\ (li) 

Solving (7) for p=2, we can determine the mean waiting time of the second 
node queue, which is given by: 

E[W2]= E[Z2]+E[C2]-E[S] (12) 

3.3 Extension to N nodes 

3.3.1 An upper bound for the mean waiting time 

Unfortunately, the previous method can not be applied to the following 
nodes. Indeed, in the single priority queue with PRI discipline, the emission 
time already elapsed on an interrupted job is lost and can not be used any­
more by lower priority jobs (/ +1,...,N). However, in reality, if the idle pe­
riod is not long enough to support the queue / head-of-line packet, the me­
dium remains free and this idle period can be used by downstream nodes. 

Using this method, it can be shown that the analysis of the system with a 
single priority queue will lead to an upper bound of the mean waiting time 
for the downstream node k where k > 2 : 
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E[Wk]<E[Wk
+] = E[Zk] + E[Ck]-E[S] (13) 

Where E[Zk ] is derived using (7) and 

E[Ck} = ^ (14) 

3.3.2 A lower bound for the mean waiting time 

Conversely, the following method leads to a lower bound for the waiting 
time. In each node, the upstream traffic has a higher priority than the local 
traffic. So, the emission process of the local queue depends only on the ac­
tivity of the upstream nodes and the profile of busy and idle periods gener­
ated by upstream flows. The method consists on aggregating all the upstream 
traffics in a single flow. The packets of the aggregated flow arrive according 
to a Poisson process. Then, we analyze each node as a single queue with two 
traffic classes under PRI priority discipline where the local traffic has the 
lower priority. 

This approximate analysis leads to an underestimation of the mean re­
sponse time because it may cause longer busy period duration and conse­
quently longer idle period duration as well. This is true as long as the distri­
bution of the packet length is the same in the different nodes (on average, if 
a packet of a previous node can not be sent in the medium because it is too 
large, a packet of the local node will not pass either). In reality, the free 
bandwidth seen by a downstream node is much more fragmented than the 
one generated by the aggregated upstream flow. One then obtains the follow­
ing results by applying the method of paragraph 3.2. to each node k with two 
flow classes (i.e. upstream and local traffic) with respective arrival rates: 

X-k_x={k-\% Xk=X (15) 

It corresponds to "equivalent loads": 

PU=^_XE[S\ PI=XUEWB^[-^~X (16) 

The lower bound of the waiting time is given by: 

E[Wk] = E[Zk]^E[Ck]-E[S] (17) 

Where E[Zk ] is derived using (7) and 



258 Nizar Bouabdallah, Andre-Luc Beylot and Guy Pujolle 

3.4 Example 

Different packet length distributions can be considered. In the present pa­
per, we consider packets of variable length (50, 500 and 1500 bytes) more or 
less representative of the peaks in packet size distribution in Ethernet. 

Let pt be the probability of the different packet sizes and dt the corre­
sponding emission time. 

The mean waiting time of the first queue (2), of the second queue (12) 
and the bounds on the waiting times for the following nodes (13) (17) can be 
derived using the following parameters: 

£[s*] = X ^ ^ * ( J ) = Z^ ' J r f | (19) 

4. NUMERICAL RESULTS 

To evaluate the accuracy of the proposed analytical models, we compare 
their results with those obtained from a simulation conducted on, network 
simulator 2. In the following, only a subset and a synthesis of the results are 
presented. In all our simulations, unless otherwise specified, we assume that 
(1) all the ring nodes share a common upstream wavelength modulated at 1 
Gbit/s ; (2) the packets arrive according to a Poisson process; (3) the arrival 
rate of the packets to each node is the same in order to highlight the fairness 
issues; and (4) all the ring nodes transmit only to the hub. In all the figures 
depicting the simulation results, the traffic load on x-axis denotes the aver­
age traffic load p sourced from every node to the hub. 

The analysis results of access delay for the first two nodes are presented 
in figure 4, revealing a perfect match with the simulation results: analytical 
results practically coincide with the simulation results. We consider packets 
of variable length (50, 500 and 1500 bytes) more or less representative of the 
peaks in packet size distribution in Ethernet. The total traffic volume com­
prises 50% of 1500 Bytes, 40% of 500 Bytes and 10% of 50 Bytes packets 
size. We observe that: 

• Under light traffic load, the access delay of the downstream node is 
more important than upstream node one. As a result, the Fairness issue is 
pronounced even under light traffic load. 
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• Under high traffic load, the difference between the performance of up­
stream and downstream nodes sharing the optical channel increases. The 
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Figure 4. Mean access delay of the first two nodes with variable-packet size traffic 

main reason is that upstream node grabs more bandwidth thus leaving less 
capacity to the downstream node. 

The analysis results in this special scenario are so significant. We observe 
that even when the upstream node uses a small part of the available band­
width, the downstream nodes performance is strongly affected. The fairness 
issue is always present in shared medium networks. This is mainly due to the 
lack of organization of the emission process in the network and the absence 
of control mechanisms. In fact, the mismatch, between the idle period distri­
bution resulting from upstream node utilisation and the packets' size distri­
bution of the downstream node, often leads to bandwidth waste as well as 
fairness problems with regard to resource access. 

Once a packet of maximum size is at the head of the insertion buffer, it 
blocks the emission process until finding an adequate void: this is the well-
known HOL blocking problem. Thus, sharing the bandwidth fairly and arbi­
trarily between nodes is not sufficient to ensure satisfying results. The shar­
ing process must thus be done smartly in order to preserve a maximum of 
useful bandwidth for downstream nodes. In general, fairness control mecha­
nisms limit the transmission of upstream nodes to keep enough bandwidth 
for downstream stations. These schemes may be efficient in the case of slot­
ted WDM rings. However, they don't perform well in the case of asynchro­
nous transmission based architectures like DBORN. 

Hence, we suggest preserving bandwidth (represented by idle periods) by 
upstream nodes in order to satisfy downstream nodes requirements in an or­
ganized way. A basic rule consists in avoiding random division of the re-
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source, which would lead to inadequacy between idle periods length and the 
layer 2 PDUs (Protocol Data Units) size. Therefore the control mechanism 
has to prevent greedy upstream stations from taking more than their fair 
share by forcing them to keep idle periods of sufficient size. 

The analysis results for the general case of six-node bus, depicted in the 
figure 5, emphasize the abovementioned results. The traffic load p sourced 
by each node is 0,05. The access delay of each node is found to increase 
monotonically when progressing towards the hub. Indeed, the closest nodes 
to the hub encounter relatively large delays, incompatible with performances 
expected in metropolitan networks. We insist that the performance degrada­
tion of downstream nodes is not due to the medium saturation since the me­
dium occupation is not beyond 30%. The upper and lower bound curves are 
very close to the simulation result curve. So, the approximate analytical 
models can achieve high accuracy. But, we make the observation that the 
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Figure 5. Mean access delay of the six-node bus with variable-packet size traffic 

bounds become less accurate for the closest nodes to the hub, especially the 
upper one. 

5. CONCLUSION 

This paper, to the author's knowledge, provides the first analysis of 
shared bus network behavior with asynchronous transmission. We analyzed 
the system performance in terms of access delay required by each node to 
inject a packet on the shared medium. The analysis results showed that fair­
ness issues are likely to arise between upstream and downstream nodes even 
under light loads. We observed that sharing the available bandwidth fairly 
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and arbitrarily between nodes does not resolve the fairness problem. Conse­
quently, additional flow control mechanism has to be considered, not only to 
limit the transmission of the upstream nodes but also to organize their emis­
sion process. Simulations results showed that the proposed analytical models 
are extremely accurate under various traffic loads. 

REFERENCES 

1. M. J. O'Mahony, D. Simeonidou, D. K. Hunter, A. Tzanakak, "The Application of Optical 
Packet Switching in Future Communication networks", IEEE Commun. Mag., pp. 128-
135, March 2001. 

2. N. Le Sauze et al., "A novel, low cost optical packet metropolitan ring architecture", Proc. 
Of ECOC '01, Amsterdam, Netherlands, Vol. 4, pp. 66-67, October 2001. 

3. M. A. Marsan, A. Bianco, E. Leonardi, M. Meo, and F. Neri, "MAC protocols and fairness 
control in WDM multirings with tunable transmitters and fixed receivers", IEEE/OS A J. 
Ligh. Tech., vol. 14, pp. 1230-1244, June 1996. 

4. J. Fransson, M. Johansson, M. Roughan, L. Andrew, and M. A. Summerfield, "Design of a 
medium access control protocol for a WDMA/TDMA photonic ring network", Proc. of 
GLOBECOM '98, Sydney, Australia, Vol. 1, pp. 307-312, November 1998. 

5. A. Fumagalli, M. Johansson, and M. Roughan, "A token-based protocol for integrated 
packet and circuit switching in WDM rings", Proc. of GLOBECOM '98, Sydney, Austra­
lia, pp. 2339-2344, November 1998. 

6. M. A. Marsan et al., "Metaring Fairness Control Schemes in All-Optical WDM Rings", 
Proc. of INFOCOM '97, Kobe, Japan, vol. 2, pp. 752-760, April 1997. 

7. J. S. Yih, C. S. Li, D. D. Kundlur, and M. S. Yang, "Network access fairness control for 
concurrent traffic in gigabit LANs", Proc. of INFOCOM '93, San Francisco, California, 
vol. 2, pp. 497-504, March 1993. 

8. R. Gaudino et al., "RINGO: a WDM Ring Optical Packet Network Demonstrator", Proc. 
of ECOC '01, Amsterdam, Netherlands, Vol. 4, pp. 620-621, September 2001. 

9. H. Takagi, Queueing Analysis Vol I: Vacation and Priority Systems Part I, North Holland, 
1991. 

10.N.K. Jaiswal, Priority Queues, Academic Press, 1968. 



Part Seven: Posters 



TOWARD AN INTELLIGENT BANDWIDTH 
BROKER MODEL FOR RESOURCES 
MANAGEMENT IN DIFFSERV NETWORKS 

R. Nassrallah, M. Lemercier, D. Gai'ti 
Institut of Computer Science and Engineering of Troyes (ISTIT), University of Technology of 
Troyes (UTT), 12 rue Marie Curie, BP 2060, Troyes cedex, France 
(nassrallah, lemercier,gaiti)@utt.fr 

Abstract: DiffServ model is known to be the most used model to handle QoS over IP net­
works. Moreover this model has the advantage to be appropriate for use on large 
network contrary to the IntServ model that suffers from scalability problem. 
However, the DiffServ model has two major difficulties: routers' configuration 
and resources' allocation problems. In this paper, we introduce a new approach 
based on customers' Service Level Agreements (SLA) declaration. The resource 
allocation is done by a federal entity called Bandwidth Broker implemented us­
ing Web-Services. Our proposal avoids the use of signaling protocol between the 
Bandwidth Broker and the core routers when establishing a new flow. Thus, core 
routers do not have the responsibility to store the customers' traffics information 
and therefore, we respect the DiffServ model philosophy. Our tool provides the 
admission control and resource allocation management using overbooking tech­
niques which guarantees the performances of priority traffics. 

Keywords: QoS, DiffServ, SLA, Bandwidth Broker, Intelligent agent, Web-Services 

1. INTRODUCTION 

The IETF proposed two models to handle the QoS over IP networks. The 
Intserv model adopts a per-flow approach, which means that each traffic flow is 
handled separately at each router, thus, resources can be allocated individually 
to each flow using RSVP (Reservation Protocol). It has been recognized that 
such a per-flow approach is affected by scalability problems which prevents 
from its applicability to large networks. 
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DiffServ is the second model1 and it responds better to the QoS problem 
over IP networks. It aims at providing QoS on a per-aggregate basis. It offers 
services differentiation mechanisms, which allow packets classification. The 
DSCP (DiffServ Code Point) is a six-bit field in the IP packets header. It allows 
the classification of 64 different service classes2. The DiffServ model defines 
some standard service classes. The Premium service is suitable for real time 
applications (Voice over IP, Videoconference) that need lower transfer delay 
and jitter. The Assured Service suites for non real-time applications. It is 
characterized by its reduced packet loss rate and its reasonable transfer delay. 
The best effort service is a none-guaranteed service. Best effort packets are 
always accepted in the network and they do not affect higher priority packets. 
They are the first packets to be lost in case of congestion. Finally, eight values 
of DSCP were reserved to assure the compatibility with the previous TOS filed 
in IPv4. Those values constitute the CS (Class Selector) service. 

To assure theses services, the DiffServ routers must support a set of prede­
fined behaviors called PHB (Per Hop Behavior). The internal routers handle 
packets according to the PHB identifier, and do not distinguish the individual 
flows. Then a Premium service is assured by the EF (Expedite Forwarding) 
PHB3. Similarly, the Assured Services are handled by the AF (Assured For­
warding) PHB4. 

DiffServ defines the network architecture inside a DS domain. Each domain 
is a set of interior routers (core routers) enclosed by another set of boundary 
routers (edge router). The edge routers handle the packet classification and 
the traffic monitoring functions. They control the incoming traffic to see if the 
access contracts are respected (flow, peak rate, packets size, etc.). However, 
the core routers assure basic functions such as queuing and scheduling accord­
ing to packets priorities without having to know the contracts characteristics. 
Consequently, the DiffServ model pushes back the network management com­
plexity to the edge, leaving relatively simple tasks to core routers. 

The DiffServ operation can be guaranteed only if the incoming traffics re­
spect a set of predefined constraints. Thus, each flow has to state its character­
istics to enable an optimal configuration of the network devices. It is therefore 
of primary importance to assure the DiffServ policing at the level of the edge 
routers. The policing control takes into consideration certain pre-stated pa­
rameters. Many algorithms were proposed, however this debate seems to be 
closed because the IETF selected and published algorithms for this function. 
The Token Bucket (TB) is a standardized mechanism that allows identifying 
non-conforming packets5. It has two parameters (token depth b, token rate r), 
a queue for packets and a bucket containing b tokens. Each token represents 
the right to emit a byte. Thus packets arriving at the TB are conform if their 
size is equal or lower than the number of available tokens. The rate of the 
outgoing flow is fixed by r. In addition, if the number of token in the bucket 
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is sufficient a small amount of packets could be emitted at peak rate flow. A 
packet is declared to be non-conform if there are no sufficient tokens. In this 
case a second mechanism takes place and chooses the intervention method to 
be applied. Three methods exist: maker, shaper and dropper. 

The RFC 26986 proposes an algorithm "A Two Rate Three Color Marker" 
that handle three levels of policing control. The Two Rate Three Color Marker 
meters an IP packet stream and marks its packets green, yellow or red. A 
packet is marked red if it exceeds the peak rate. Otherwise it is marked either 
yellow or green depending on whether it exceeds or doesn't exceed the TB rate 
(r). The TRTCM is useful, for example, for ingress policing of a service, where 
a peak rate needs to be enforced separately from a committed rate. 

In the core routers, packets can be buffered into different queues according 
to the DSCR The queues being of limited size, a packet is rejected when it 
overflows. A mechanism of congestion control can be applied for each one 
of these queues. Several mechanisms were proposed to anticipate congestion 
problem: RED (Random Early Detection), WRED (Weighted RED), etc. 

Each router of the network uses a scheduling policy to determine in which 
order the packets will be transmitted. There are several algorithms which 
aim at solving this problem. PQ (Priority Queuing), CBWFQ (Class-Based 
Weighted Fair Queuing), WRR (Weighted Round Robin), GDR (Deficit Round 
Robin), WFQ (Weighted Fair Queuing), WF2Q (Worst-Case Fair Weighted 
Fair Queuing), etc. 

Some algorithms provide a static scheduling function, which implies that 
resources can not be freed if they are not totally used, to be then reallocated to 
other classes. 

Actually, algorithms allowing a dynamic allocation of the resources are priv­
ileged in DiffServ networks. 

We presented the main functions of a DiffServ router. The IETF recom­
mendations leave many questions about monitoring and scheduling functions 
without any response. How to configure in an optimal way the policing con­
trol algorithm parameters for a given customer using several types of traffic? 
How to choose the intervention method in case of traffic in excess? As for core 
routers which will be the configuration allowing the management of EF, AF, 
CS and BE PHBs? How to define the solution if it is based on a combination of 
different scheduling mechanisms (WFQ + PQ)? One of the limits of this sys­
tem is the difficulty of configuring DiffServ routers. Indeed, there are multiple 
ways of managing the differentiation of services according to the classes. 

The monitoring mechanisms (TB and TRTRM) give the required parame­
ters to define the source traffic envelope in a DiffServ domain. However, other 
indications are needed to ensure the whole network functionalities. These indi­
cations should enable edge routers to ensure traffics classification and to spec­
ify the desired QoS constraints of each traffic. It is thus, necessary to define 
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a contract between the customer and the service provider. Section 2 presents 
the required elements for the DiffServ domain configuration. In section 3 we 
define our Bandwidth Broker model and the allocation strategy. Section 4 
presents the implementation of our model using Web-Services and our future 
work. The conclusion is in section 5. 

2. RESOURCES MANAGEMENT AND DIFFSERV 
CONFIGURATION 

2.1 Per-Domain Behavior 

The informational RFC 30867 defines Per-Domain Behavior (PDB) as the 
expected edge-to-edge treatment that an aggregate flow will receive within a 
DS Domain. A PDB sonsists of one or more PHBs and traffic conditioning 
requirements. Contrary to PHBs, a PDB defines a particular combination of 
DiffServ components that can be used inside a domain to offer a quantifiable 
QoS. Five PDBs have been defined. 

1 A Best Effort (BE) PDB. 
2 The Virtual Wire (VW) PDB. 
3 The Assured Rate AR PDB. 
4 The one-to-any Assured Rate PDB. 
5 A Lower Effort (LE). 

For the moment, the definitions of PDBs seem to us insufficient to characterize 
with precision the edge-to-edge behavior within a DS domain. We need a 
complete description of the mechanisms to be used within the DS domain that 
handle the policing, queuing and scheduling functions. The PDB definition is 
done by the operator of the DS domain. It characterizes the behavior and the 
operation of his network. That's why it seems to us that it is not necessary to 
have a normalized PDB. 

2.2 SLA - SLS 

A Service Level Agreement (SLA) is a contract that specifies forwarding 
services a customer can expect to receive from a provider. The SLA can cover 
one or more services a provider can offer to a customer. Each service is tech­
nically described in a Service Level Specification (SLS). The SLS contains 
typically a description of the allowed traffic envelope (peak flow, mean flow, 
etc.). It's on this basis that a provider can check the traffic conformity and de­
cides which policy to apply for the traffic in excess. The Tequila project gives 
a more detailed description of the SLS parameters 8. 
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2.3 Admission Control 

The admission control allows the acceptance or the refusal of a new traffic. 
This could be done by using multi-criteria traffic filters. Only conform traffics 
with the definite filters are authorized on the network. However, in case of a 
dynamic service (dynamic SLS) the implementation of an admission control 
supposes that edge router can access a centralized resources database. 

The implementation of an admission control based on per-flow signaliza-
tion raises significant scalability problem. Thus, a best approach consists in 
using a minimal description of each flow (SLS) coupled with an admissibility 
condition. The admissibility criterion determines whether to accept or not a 
new flow. A criterion can be a threshold of available bandwidth. We made the 
choice to store in the Bandwidth Broker central database the whole reserva­
tions on each link of the DS domain. 

A Bandwidth Broker (BB) is a central element in an Autonomous System 
(AS) that manages network resources within its domain. It also cooperates 
with other BBs in the neighboring domains to manage the In/out inter-domain 
communications. The BB gathers and monitors the state of QoS resources 
within its domain. It uses that information to decide whether to accept or not 
new traffics. The BB follows the client/server model. It can use COPS protocol 
to communicate with edge routers within its domain or with adjacent BBs from 
neighboring domains. 

2.4 Policy Based Network 

A PDP (Policy Decision Point) is a process that makes decisions based on 
policy rules and the state of the services those policies manage. The PDP 
is responsible of the policy interpretation and initiating deployment. In cer­
tain cases it transforms and/or passes the policy rules and data into a form of 
syntax that the PEP (Policy Enforcement Point) can accept. PEP is an agent 
running on a device (edge router) that enforce a policy decision and/or makes 
a configuration change. In the DiflfServ model, the BB is a PDP. 

Signaling protocols are commonly used in policy based network. Policy 
communication protocols (COPS) enable reading/writing data from a policy 
repository (SLS database) and communication between PEP and PDP. COPS 
stands for Common Open Policy Service, is a client/server model that support 
policy control over QoS signaling protocol9. It uses TCP protocol for mes­
sages exchange. Many COPS extensions exist like the outsourcing model, the 
provisioning model etc. In the outsourcing model, PEP can send request, up­
date and delete messages to remote PDP and the PDP returns back its decision 
to the PEP The provisioning model (COPS-PR) is used to "push" decisions 
from PDP to PEP, policy data is described by Policy Information Base (PIB). 
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According to COPS-PR protocol, the network devices identify their capabili­
ties to PDP using PIB model. PDP can then take into account characteristics 
of the device, when handling request and/or translating policy rules into PIB 
parameters. Other extensions like COPS-ODRA for DiffServ, COPS-SLS10 

that supports dynamic SLS were proposed. We thus, believe that COPS is not 
yet a steady protocol. 

3. OUR BANDWIDTH BROKER APPROACH 

This section introduces our proposal of an intelligent Bandwidth Broker, 
its architecture and how it operates. Our goal is to build a tool that han­
dles admission control function and support dynamic SLA. Contrary to other 
approaches11 we don't use RAR (Resource Allocation Request) messages be­
cause it leads to a two-level resource negotiation. Indeed, the use of RAR can 
be done only after a previous negotiation of the corresponding SLA. 

3.1 DS Domain strategy for resources allocation 

The major difficulty that faces a DS domain operator is its capacity to offer 
the required QoS by supplying in an optimal way the needed resources. More­
over, it is of high importance that a provider can manage easily its domain. We 
propose a resource allocation strategy of bandwidth based on traffic classes. 
Each provider has to define the set of traffic classes (DSCP) to use within its 
domain. For example, he can define four classes: voice, critical, normal and 
best effort. In this strategy we assume that: 

1 All the classes have higher priority compared to the best effort class. 
In addition, the packets belonging to these priority classes can not be 
rejected in the core of the domain. This constraint implies that the band­
width allocated to these classes should be limited and less than the net­
work capacity. 

2 The BE traffics are always admitted into the network because they share 
the remaining bandwidth. The BE class do not offer any guarantees. 

3 The remaining bandwidth of a class can be reused by another class. 
4 The network operator specifies the DSCP values for each class. In our 

example we affect EF DSCP to voice class, the AF to critical, the CS to 
normal and the BE to best effort class. 

The provider should specify the maximal allocated bandwidth threshold of 
each class, allowing the reuse of unused resource by the other classes. We 
propose to allow resource overbooking of certain classes. This overall strategy 
for resources allocation is depicted in table 1. 
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Table 1. Global bandwidth allocation strategy (classes table) 

Traffic Max Allocated BW Overbooking 

Voice (VO) 15% 1.0 
Critical (CR) 30% 1.5 
Normal (NO) 10% 2.0 

Best Effort (BE) 45% 8.0 

The provider must limit the EF traffic to guarantee the performance of his 
DiffServ domain. We thus decided not to authorize EF class overbooking. 
The other overbooking coefficients are chosen by the operator according to his 
marketing strategy. 

The only constraint imposed by our model is that even with overbooking, 
the allocated resources of the different priority classes (VO, CR and NO) must 
remain lower than 100% (15x1 + 30x 1.5 + lOx 2 = 80%). Consequently, 
the operator guarantees a very low packet loss rate even if all the traffics are 
active at the same time obviously by degrading the available resources for best 
effort. However, it is clear that the main priority of an operator is to sell at a 
higher price the available bandwidth. We presented a simple model for global 
resource allocation strategy. This approach does not inhibit the operator from 
adding new classes of traffic. 

3.2 Managing resources with Bandwidth Broker 

To ensure the admission control function, our Bandwidth Broker requires 
the reservations statistics within its DS domain. The reservation statistics are 
grouped by class on each link of the network. The tender of a new SLA implies 
two important tasks to be done by the Bandwidth Broker. The first one consists 
of a mapping between the required QoS constraints and a per-domain behav­
ior PDB. This mapping leads to the PHB (or DSCP) assigned to this traffic. 
At the end of this task the Bandwidth Broker knows the required bandwidth 
(traffic-throughput in bits/s) and the class of traffic (traffic_class). 

The second one consists in determining if the new traffic can be accepted 
or not in the network. For this reason our BB has the forwarding information 
of its domain and it knows the whole possible routes between the Ingress and 
Egress routers. Each route is defined by a set of links (route\ = ri}i, r\^ ... 
ri>n). On each link we have the reservations that were carried out correspond­
ing to the demanded traffic.class. It is then possible to deduce the available 
bandwidth on this link by the given formula: 

BWavaiaible = BWLink^{BWdass%X BWoverbooking)- BWaLink,class (1) 
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1 BWLink\ BW of the link 
2 BWciass%: Max allocated BW of this class 
3 BWoverbooking'' Overbooking parameter of this class 
4 BWaLink,dass: Sum of the allocated BW on this link for this class. 

Example: Supposing that we accepted on a lOMbit/s link two AF traffics 
(1.2 Mbits/s and 2.5 Mbits/s). Then the available bandwidth for a new AF 
traffic is equal to: lOMbits/s x (30% x 1.5) - (1.2 + 2.5) = 0.8Mbits/s. 

This computation must be done for each link. We can then deduce the avail­
able bandwidth on the route by taking the lowest available bandwidth value on 
the route's links. If we have more than a possible route, the BB selects the one 
having the highest available bandwidth. This solution allows a good use of the 
network resources by selecting the less loaded routes. In case of non point-to-
point traffic the BB has to take into account the state of the reservations on the 
whole set of routes (broadcast). If the allocation of the demanded resources 
fails on one of these routes, the BB rejects the client's SLA. 

3.3 Intelligent Bandwidth Broker Services 

Our approach allows the proposition of intelligent services at the same time 
for customers and the DiffServ operator. Our BB implementation relies on 
agent technology and Web-Services. An agent is an autonomous program hav­
ing a goal to attend. In our Bandwidth Broker architecture, agents are Java 
programs offering services that can be reached using Web-Services. Some of 
the main functions are the following: 

1 A bandwidth allocation request can be rejected because of insufficient 
resources availability. In this case, an agent can reach the available in­
formation in the database and proposes a degraded service by indicating 
the maximum available bandwidth. 

2 Our BB is able to compute the available bandwidth per class of service. 
If there are no sufficient resource for the required traffic. It can thus, 
determine if this traffic can be assured by another class. Knowing that 
clients, do not need to have any information about the operator classes, 
a software agent can calculate the possible QoS values of this class and 
propose a new SLA based on new degraded QoS criteria. 

3 It is also possible that agents carry out periodic analyses that aim to in­
form the operator about the overall state of resources within its domain. 
Thus, a per-class analysis gives the resources allocation rate (i.e. 5% of 
the overall 30% of AF) and can alert the operator about the less used 
classes. This alarm means that the operator has to change its business 
model, either by offering these less used classes at lower prices or simply 
to stop offering them. 
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4 After a certain time, the network resources will be consumed. An agent 
can analyze the levels of available bandwidth on each link, which makes 
it able to report periodically the load ratio per link (value of BW higher 
than a threshold). At the issue of this analysis the agent can suggest a 
network upgrading strategy (to add a new link between two routers). 

4. WEB-SERVICES APPROACH 

The dynamic SLA management and the interactions between adjacent BB 
require important exchanges of information. Currently, it seems to us that 
COPS still unstable and unnecessarily complicates the implementations of 
Bandwidth Broker. The BB follows the client/server model and that's why 
we preferred to implement it by using Web-Services. 

A Web-Service12-13 is a software system designed to support interopera­
ble machine-to-machine interaction over a network. It has an interface de­
scribed in a machine-processable format (specifically WSDL). Other systems 
interact with the Web Service in a manner prescribed by its description using 
SOAP messages, typically conveyed using HTTP with an XML serialization in 
conjunction with other Web-related standards. This section presents the Web-
Services technology and our actual Bandwidth Broker architecture. 

4.1 Our Bandwidth Broker architecture 

The required data for the BB are stored in a relational database manage­
ment system (RDBMS). From the BB specification presented in section 3, we 
deduce the tables of the MySQL database. 

1 SLA table: contains information about active SLA within the DiffServ 
domain. 

2 Classes table: hold the list of classes that characterize the provider re­
source allocation policy within a given domain. 

3 Routers table: is the set of routers within the DiffServ domain. 
4 Links table: is the set of links within the DiffServ domain. 
5 Reservations table: lists per link and per class reservations within the 

DiffServ domain. 
6 Route table: can be deduced from the routers, links and SLA tables. 

However for optimization issues, we decided to pre-calculate all possible 
routes within the DiffServ domain. This is possible from a technical 
point of view and corresponds to the Cisco approach (there routers can 
memorize 600 000 possible routes). 

The SQL language allows the management of the database tables and data 
filtering (i.e. SQL queries). We use Java programs (BASIC Java Service Layer) 
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and the JDBC package to access the data and to implement the basic services. 
These services allow adding a bandwidth reservation on a link, for all the links 
of a route, to calculate the available resources on a route for a given class, 
etc. The Intelligent Agents Layer consists of autonomous agents written in 
Java. Currently, Madkit is our agents' platform. Several multi-agent platforms 
have been proposed allowing the development of complex system with the 
help of agents. The main insufficiency of these approaches is the lack of an 
organizational structure for the agents. Some researchers14 have proposed a 
multi-agent platform named MadKit based on three concepts: agent, group 
and role. The generic development of a multi-agent system and the agents' 
organization constitute the central proposal of this platform15. Two structure 
levels are proposed: the group and the role. An agent belongs to one or several 
groups, and inside a group an agent can play one or several roles. A role can be 
seen as a particular function of an agent. From the agents' cooperation point of 
view, these organization concepts allow to structure dialogues between agents. 
An agent can communicate directly with other agent identified by its address 
or can broadcast the same message to each agent with a given role in a group. 

Finally, the last layer (Web-Services Layer) gathers the whole services ac­
cessible from outside and allows the communication with the edges routers and 
other Bandwidth Broker. 

4.2 Previous Bandwidth Broker models 

There have been numerous undertakings to propose a Bandwidth Broker 
model for use within a DiffServ environment, the most notable being the follo­
wing16: 

1 CANARIE ANA: Implementation of a basic BB that handles differenti­
ated services. This model uses the BBTP (Bandwidth Broker Transfer 
Protocol) for the Client/BB communications. 

2 University of Kansas Research Group: Implementation of a BB that can 
handle internal and external differentiated services. This model uses the 
RAR messages and BBTP for message exchange protocol. 

3 Merit: Proposition of a multidomain Bandwidth Broker that support the 
VLL (Virtual Leased Line). This model focuses on the role of authoriz­
ing and establishing one type of service (i.e. VLL). 

4 Novel: This model separates the QoS control from core routers. It relies 
on virtual time reference system for QoS abstraction from the data plane. 

4.3 Futures works 

Our proposal avoids the use of signaling protocol between the BB and the 
core routers when establishing a new flow. Thus, the core routers do not have 
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the responsibility to store the customers' traffics information and therefore, we 
respect the DiffServ model philosophy. 

At this stage we have considered that the reservations are active starting 
from the SLA acceptance date and until its expiry date. Thus, our SLA table 
contains only the active flows. Therefore, it is possible to enhance this model 
by adding another table to store non-active flows. 

Also it is necessary to consider scheduled SLA with several active/passive 
phases. Thus, the reservation requests have a start/end time. Consequently, 
it complicates the computation of the available resources and it is necessary 
to build the exact reservations state within the time interval of the demanded 
service. It is thus, necessary to identify all resources requests and releases 
intervals of this new traffic, and to re-evaluate the whole allocation status per 
interval. We are evaluating this approach. 

For the inter-domain traffics, the BB must preliminary contact the other BB 
in the adjacent domain to propose an end to end QoS service. 

5. CONCLUSION 

In this article, we presented the needed functionalities for the operation of a 
DiffServ network. Additional research on Per-Domain Behavior and signaling 
protocols seems important to specify the overall behaviors of the devices in an 
IP network offering QoS. The role of centralized equipment was emphasized 
in order to provide the admission control function. Our approach allows the 
exchange of information between the edge-routers and the Bandwidth Broker 
or between the Bandwidth Broker of different adjacent domains without using 
signalization between the BB and the core-routers. 

The management of an IP network that support QoS and integrate heteroge­
neous approaches and protocols (IntServ, DiffServ, MPLS, RSVP, COPS, etc) 
is complex. Many researches have proposed the use of a traditional IP network 
on the management plan in order to ensure the administrative functionalities. 
From this point of view, we think that the use of signaling protocols like COPS 
or RSVP does not benefit from the progress made in the distributed appli­
cations domain. We thus built our Bandwidth Broker architecture by using 
Web-Services concepts. 
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Abstract: In the policy-based network management, the local policy decision point 
(LPDP), is used to reach a local decision. This partial decision and the original 
policy request are next sent to the PDP which renders a final decision. In this 
paper, we propose to give a real autonomy to the LPDP in term of internal 
decision and configuration. The LPDP is considered as a learning BDI agent 
that autonomously adapts the router's behavior to environment changes 
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1. INTRODUCTION 

Today, service providers must provide the quality required by the users. 
In the context of fierce competition, this quality is negotiated with the 
customers. A contract, called SLA (Service Level Agreement), is signed 
between the service provider and the customer1. The SLA specifies the 
service that must be delivered. This implies differentiated treatments and 
software infrastructures adapted to implement them. 

DiffServ is the model accepted by the network providers to allow them 
this services differentiation. In this model2, the traffic is separated in traffic 
classes which are identified by a value coded in the IP header. DiffServ is 
well adapted to wide networks because the complex operations (e.g., 
classification, marking) are realized at the network's entry by the edge 
routers. The core routers only treat packets according to the class coded in 
the IP header3, and an adapted behavior, the PHB (Per Hop Behavior). 

http://13.fr
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The IETF proposed a general framework called PBM (Policy-Based 
Management)4 for the control and management of these IP networks. This 
infrastructure provides a certain level of abstraction and allows the network a 
flexible behavior according to the various events which can occur during its 
management by using the policy concept. 

We proposed an architecture for the self-aware management of IP 
networks offering quality of service guarantees by using policy-based 
management and multi-agent systems5. The level of autonomy required is 
reached by introducing the operational objectives and the parameters to be 
followed in the infrastructure, as well as by providing respective monitoring 
and adaptation means. The operator does not need to apply corrections and 
adaptations himself so much anymore. Thus, the management system is 
simplified and even more oriented towards the definition of policies and 
operational parameters. 

In this paper, we propose to give a real autonomy to the network 
components in term of internal decision and configuration by introducing a 
learning and intentional agent in each network element to autonomously 
adapt the router's behavior to environment changes. This agent can be seen 
as a learning and intentional Local Policy Decision Point (LPDP). 

First, we present policies, intentional agents and the global architecture 
proposed for the self-aware management of IP networks offering quality of 
service guarantees. Then we describe the architecture of a LPDP. Finally we 
present the future work. 

2. POLICY APPROACH 

The policies can be defined like sets of rules which are applied to the 
management and control of the access to the network resources4. They also 
allow network administrators or service providers to influence the network 
element behavior according to certain criteria such as the user's identity or 
the application type, the traffic required, etc. 

In general, the policy rules are in the following form "IF 
policy_activation_condition THEN policy_action" where the condition 
describes when policies can be activated. 

The IETF introduces the role concept. A role is a type of property that it 
used to select one or more policies for a set of entities and/or components 
from among a much larger set of available policies6. 

The policies are centralized in a data base. A Policy Decision Point 
(PDP) has the responsibility of dispatching the policy rules onto the network 
elements concerned. The Policy Enforcement Point (PEP), situated in each 
element, constitutes the application point of the policies. 
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A policy can be defined at different levels. The highest level corresponds 
to the business level. Then, this policy must be translated into a network 
level policy and, then, into a low-level which is understandable by the 
network element. 

The Foundation for Intelligent Physical Agents (FIPA) also defines the 
policy concept7. A policy is a constraint or a set of constraints on the 
behavior of agents and services. 

A policy rule is a conjunction of implications: when a condition holds 
then an action is permitted, prohibited or whatever. 

Policy domains are introduced to efficiently apply policies and simplify 
policies mechanisms. A policy domain is a set of agents to which a given set 
of policies apply. 

A policy library contains the policies and a distribution mechanism is 
used to distribute policy rules from originating authorities to mechanisms 
that have the ability and responsibility of applying policies. 

The concept of higher-level policy is introduced to simplify the task of 
generating specific policy rules for agents and services. 

3. INTENTIONAL AGENTS 

An agent is a temporal persistent computational system, able to act 
autonomously to meet its objectives or goals when it is situated in some 
environment. In order to be perceived as intelligent, a software agent must 
exhibit a particular kind of behavior, identified by Michael Wooldridge and 
Nick Jennings8 as flexible autonomous behavior and characterized by: 
• reactivity: intelligent agents must be able to perceive their environment 

and respond at time to changes on it though its actions; 
• pro-activeness: intelligent agents exhibit goal oriented behavior by taking 

the initiative to satisfy its design objectives; 
• social ability : intelligent agents must be able to interact with other agents 

or humans in order to satisfy their objectives. 
The study of intelligent agents has received a great deal of attention in 

recent years. This paper explores a particular type of intelligent agent, a BDI 
(Belief-Desire-Intention) agent. BDI agents have been widely used in 
relatively complex and dynamically changing environments9. They are based 
on the following core data structures: beliefs, desires, intentions, and plans10. 
These data structures represent respectively, information gathered from the 
environment, a set of tasks or goals contextual to the environment, a set of 
sub-goals that the agent is currently committed, and specification of how 
sub-goals may be achieved via primitive actions. The BDI architecture 
comes with the specification of how these four entities interact, and provides 
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a powerful basis for modeling, specifying, implementing, and verifying 
agent-based systems. 

4. GLOBAL ARCHITECTURE 

We proposed an architecture for the self-aware management of IP 
networks by using policy-based management and multi-agent systems5. 
Using this architecture, the QoS management within the framework of the 
DiffServ model is dynamic. It includes three levels corresponding to the 
three mediation components recommended by the architecture of the 1ST 
CADENUS project11. Moreover, monitoring functions are introduced to 
allow each level to adapt its behavior to the environment which it is 
controlling. 

Each level implement their own tools of monitoring and have a meta-
control level which allows it to adapt its behavior to the dynamicity of the 
environment it is managing (see figure 1). 

IwW^Bi i^ i i i i i t t 

Configuration 
& Policies 
Generation 

and 
Distribution 

Configuration 
& Monitoring 

Policies 
Generation and 

Distribution 

Policies 

Figure 1. A Service/Resource Mediator 

The meta-control level contains two categories of agents: 
• The monitoring agent. It controls the coherence of network/network 

element behavior with the policies which were applied. It makes the 
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decision to inform the others agents or the higher level before a SLA 
violation; 

The adaptation agent. It modifies the Mediator/Network Element 
behavior in order to improve its operation and to optimize the service 
configuration. 

5. THE LOCAL PDP 

In the architecture proposed, PDPs (i.e. Resource Mediators) send 
network-level policies which are not directly executable by the network 
elements in order to give them more autonomy. The Provisioning Agent, 
situated in each network element, receives the decisions and the policy rules 
from the PDP (see figure 2). Then, it must translate these policy rules into 
policy rules/commands understandable by the PEP. Therefore, it can be seen 
as a local PDP. 
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Figure 2. a network element 
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5.1 bdi architecture 

The LPDP has a rational agent's architecture. Its rationality is turned 
towards the execution of a set of plans to maintain a certain QoS. Depending 
on the network state and the policy rules sent by the PDP, it pushes new 
configuration rules to the PEP. Using this architecture, the reallocation and 
management of network resources is based on current network state and 
applications QoS requirements. 

The LPDP architecture is based on BDI (Beliefs Desires Intention) model 
and the system implemented by A. Guerra Hernandez12. This system is 
composed of four key data structures : beliefs, desires, intentions and a plan 
library. In addition, a queue is used to store temporarily the events perceived 
by the LPDP (see figure 3). Theses structures are presented in the following: 
• Beliefs can be viewed as the informative component of the system and 

environment state. This component can be implemented as a set of 
logical expressions12,13. For example, the fact that the AF queuing size 
reached a threshold of 70% can be represented by the statement 
position (AF_queuing, 70). 
This information comes from the monitoring agent that filters the 
information received from the QoS Data Collector and translates them 
into logical expressions. It also receives information from the neighbors 
monitoring agents about their state. 
Beliefs are updated by the monitoring agent and the execution of 
intentions. 

• Desires are identified in our architecture as goals. Goals are descriptions 
of desired tasks or behaviors. They are provided by the PDP in the form 
of policy rules. An example of such policy rule is given in the following 
using the Ponder language14: 

Inst oblig EFConflgurationPolicy { 
Subject DiffServManager; 
Target r = /DomainA/Routers/CoreRouters; 
On EFConfigRequest(DS, max_input_rate,min_output_rate); 
Do applyEFPHB(DS, max_input_rate, min_output_rate);} 

EFPHB specifies the relative observable traffic characteristics (e.g., 
delay, loss)2. This policy rule is not directly executable by the node 
because it does not specify the particular algorithms or the mechanisms 
used to implement the PHB. A node may have a set of parameters that 
can be used to control how the packets are scheduled onto an output 
interface (e.g., N separate queues with settable priorities, queue lengths, 
round-robin weights, drop algorithm, drop preference weights and 



A Learning and Intentional LP DP for Dynamic QoS Provisioning 283 

threshold, etc): for example weighted round-robin (WRR) queue 
servicing or drop-preference queue management3. 
The policy rules are stored in a policy repository and analyzed by a 
policy conflict detection and resolution module15. To be understandable 
by the intentional LPDP, each policy rule is then translated into a logic 
expression such as 

Achieve (efphb_ds, ds, max_input_rate, min_output_rate) 
expressing the desire of the LPDP to associate a certain QoS 
corresponding to PHB type with a certain DSCP value. The LPDP 
interacts with its environment through its database and through the basic 
actions that it performs when its intentions are carried out. 
The perceptions of the LPDP are mapped to events stored in a queue. 
Events can be the acquisition or removal of a belief, e.g., the reception of 
a message coming from the monitoring agent or the acquisition of a new 
goal coming from the distant PDP. 
Intentions are the plans that the LPDP has been chosen for execution. 
Plan Library is the set of predefined plans. Plans describe how certain 
sequences of actions may be performed to achieve given goals or react to 
particular situations. Each plan has an identifier, a trigger or an 
invocation condition, which specifies in what situations the plan is 
useful and applicable, a context or precondition, and a body, which 
describes the steps of the procedure. An example of plan is given where 
a Weighted Round Robin scheduling algorithm is used to satisfy the goal 
presented above. 

Plan-id: p012 
Trigger: 

achieve(efphb_ds, ds, max_input_rate, min_output_rate) 
Context: 

Body: 
max_input_rate <= min_output_rate 

o 
I Classifier (ds) 

o 
Meter (newAverageRateMeter(max_input_rate)) 

o 
I Scheduler (WRR, min_output_rate) 

o 
Dropper (counter) 

& 
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Plan body can be represented as a tree which nodes are considered as 
states and branches are actions or sub-goals of the LPDP. The executable 
plans are ordered by utility before selecting the first one. Therefore, a 
specific queuing or scheduling algorithm can be privileged for example. 
Actions are of two kinds, internal and external ones. External actions are 
low-level policy rules directly executable by the PEP. They affect the 
environment where the LPDP is situated. Internal actions affect only the 
beliefs of the LPDP. Once a plan instance is executed, the LPDP 
executes a sequence of internal actions, i.e. add and delete beliefs. These 
internal actions are predefined for each plan in the plan library. 

An interpreter manipulates these components by selecting appropriate 
plans based on the system's beliefs and goals, placing those selected on the 
intention structure, and executing them. It is responsible for the behavior of 
the LPDP. The interpreter verifies that the terms associated with an action 
are grounded before executing an external action. Different algorithms are 
proposed in literature to execute intentions. Some of them are well adapted 
to dynamic environment16. 
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Figure 3. The intentional LPDP architecture 
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5.2 Learning 

The success or failure in the execution of the LPDP's plans depends on 
many factors connected with the environment such as the input traffic type 
or the network load. All theses factors are difficult to well identify. 
Moreover, the implantation of PHBs, which is the basis for DiffServ 
operation, involves a hard task of choosing among a set of buffer 
management and scheduling techniques. This is a crucial issue to an 
effective QoS management. Adaptation by learning are the most suitable 
policy configuration strategies14. Therefore, the BDI architecture presented is 
extended with the introduction of a learning module. This module allows the 
LPDP to use its passed experience (i.e. plans instances that have succeed or 
failed in a particular context and environment) to refine the context of its 
plans. This context represents the reasons a LPDP has to act in a particular 
way. By learning the context of plans execution, it selects plans, and 
consequently policies which are the most suitable depending on the 
environment. 

5.2.1 Learning and intentional LPDP architecture 

The learning BDI architecture we propose is an extension of the 
intentional LPDP architecture based on supervised concept-learning (see 
figure 4). 

Examples Base 

i r 

Learning elemer 

examples 

F knowledge 
i . ^ 

improvements 

Figure 4. The learning and intentional LPDP architecture 

The examples base contains labeled examples provided by the 
intentional element, i.e. the BDI architecture. Each example refers a plan and 
a set of beliefs that represents a given state of the environment, where the 
plan has succeeded or failed. 

The learning element is responsible for the learning task. It acts from 
examples base and background knowledge provided by the intentional 
element. In result the learning element proposes improvements, precisely 
refined contexts of the plans, to the intentional element. 

Intentional elemeri 

(BDI architecture] 

action 
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5.2.2 Learning Process 

The building of the examples base precedes the learning phase. The 
intentional element uses the evaluation of its actions from the environment to 
fill the examples base with labeled examples. Each labeled example 
characterizes a success or a failure in the execution of a plan in a given state 
of the environment (i.e. a given set of beliefs). A positive example (plan-id, 
e, success) is built each time the intentional element selects and applies the 
plan plan-id in an environment e represented by a set of beliefs. A negative 
example (plan-id, e', failure) is built when the intentional element detects 
that a previously applied plan plan-id is no longer available in the current 
environment e'. 

The learning task starts at the end of an outputs sequence of the 
intentional element, or ideally when the intentional element is idle and the 
examples base contains a sufficient number of examples. Tilde (Top-Down 
Induction of Logical Decision Trees) is used as learning method12. Tilde 
represents learnt concepts as decisions trees which suit the disjunctive form 
of the plans contexts. 

At the end of the learning process the learning element gives the 
intentional element modified contexts of applied plans. These new learnt 
contexts match the environments in which these plans must be applied. 

Cyclic incremental learning sessions can be activated by emptying the 
examples base and restarting the process described above each time the 
learning element produces its results. A non incremental batch learning 
session can also be carried out from all collected examples when the network 
is inactive. 

5.2.3 Distributed learning 

The learning presented in this paper is centralized. However, a distributed 
learning could be envisaged. When a LPDP learns something all the LPDPs 
having the same role could be beneficiary. All LPDPs, situated in the core 
network for example, have the same internal structure including goals, 
background knowledge and possibly competence. They also have the same 
procedure to select their actions. The only difference among them is their 
experience, i.e., their perception since they are situated differently in the 
environment. Thus the performance of a LPDPs group (i.e. core router 
LPDPs) could be improved by direct interactions, as exchanging the learnt 
contexts of their plans, among neighbors LPDPs having the same role. 
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6. CONCLUSION AND FUTURE WORK 

We have proposed an architecture for the Self-aware management of IP 
networks by using policy-based management and multi-agent systems. In 
this architecture, the role of the administrator is limited to the guidance of 
these processes in their laying down operational objectives and parameters. 

In this paper we propose to give a real autonomy to the LPDP in term of 
internal decision and configuration. The LPDP is considered as a learning 
BDI agent that autonomously adapts the router's behavior to environment 
changes. 

This approach presents many advantages : The performance of the LPDP 
is improved because the introduction of BDI concept allows it to adapt its 
behavior in an autonomous manner. It chooses the policy rules according to 
the policy rules sent by the distant PDP. Therefore, the network element 
becomes relatively autonomous. Policies are distributed to all the routers 
that are concerned and every one of them according to its context will seek 
the good parameters to configure its part of the service. 

By introducing learning methods, the LPDP is able to use its past actions 
to improve its future actions. It learns more accurately the environment in 
which a plan must be applied. 

Our future work concerns the distributed learning and the simulation of 
the LPDP by adapting A. Guerra Hernandez's system12. 
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Abstract: The Next Steps In Signaling (NSIS) working group has been recently created 
to design a generic IP signaling protocol supporting various signaling applica­
tions. This paper presents the Generic In Signaling Service Protocol (GISP) we 
designed considering the current outputs of the NSIS working group. In par­
ticular, we focus on the state management and message fragmentation using a 
simple mechanism to detect the path MTU. 
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1. INTRODUCTION 

During the last few years, several IP signaling protocols have been de­
fined to support different signaling applications such as resource reservation, 
label distribution and middlebox configuration. Recently, the IETF has cre­
ated the NSIS (Next Steps in Signaling) Working Group to design and stan­
dardize a generic signaling protocol supporting a large variety of signaling 
applications and managing general-purpose states. 

The NSIS WG is considering protocols for signaling information about a 
data flow along its path in the network. The NSIS signaling problem is very 
similar to that addressed by RSVP1'2. Thus, the NSIS WG explicitly intends 
to re-use, where appropriate, the RSVP protocol and generalize it to support 
various signaling applications rather than the single case of reservation re­
source application. 

To achieve generalization, the NSIS protocol stack is decomposed into 
two layers: a generic lower layer responsible for transporting the signaling 
messages, and an upper layer, which is specific to each signaling application. 
The lower layer is called NTLP (NSIS Transport Layer Protocol) and the 
upper layer is called NSLP (NSIS Signaling Layer Protocol). 
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In this paper, we propose a specification of the NTLP layer, called GISP 
(Generic signaling Service Protocol), considering the requirements3, the 
guidelines4 of the NSIS working group and the analysis of the existing RSVP 
implementations. 

2. NSIS CONSIDERATIONS 

The NSIS protocol is envisioned to support various signaling applications 
that need to install and/or manipulate state related to a data flow on the NSIS 
Entities (NEs) along the data flow path through the network. 

Each signaling application has its own objective. For example, the QoS 
signaling application5 is only used to reserve resources on the data path, the 
NAT/FW signaling application6 is used to configure NAT/Firewall devices, 
etc. To achieve its objectives, the signaling application requires support to 
exchange signaling messages between the signaling entities to in­
stall/manipulate state in these entities. 

NSLP layer 

NTLP layer 

NSLP for 
QoS 

NSLP for 
Middlebox 

NSLP for other signaling 
applications 

NTLP 

IP and lower layer 

Figure 1. Protocol Signaling Structure 

While the objective is tied to the signaling application itself, transporting 
the signaling messages and managing the state are the common functions of 
all or a large number of signaling applications. In order to achieve generic-
ity, extensibility and flexibility, the NSIS framework proposed to split the 
protocol architecture in two layers to be able to support various signaling 
applications (figure 1). 

The NSIS Transport Layer Protocol (NTLP) is responsible for trans­
porting the signaling messages and supporting the state management. These 
functions are independent of any particular signaling application. Note that 
the transport layer has a peer-to-peer scope (or local scope). This means that 
NTLP only transports the signaling messages to its adjacent NSIS aware 
peers. 

The NSIS Signaling Layer Protocol (NSLP) contains functionalities 
such as message formats and sequences, specific to a particular application. 
One NSLP is associated with only one signaling application. There can be an 
NSLP for QoS5, an NSLP for middlebox configuration6, etc. However, dif-
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ferent NSLPs will use the common NTLP protocol to transport the signaling 
messages for their own signaling purposes. The NSLP has a scope, which is 
larger than the NTLP local scope. The NSLP signaling messages can be 
transported by the NTLP messages through many NTLP hops. 

The main advantage of this layer model is its extensibility. Indeed, this 
facilitates the development of new signaling applications by using the trans­
port and state management functions supported by the NTLP layer. How­
ever, this requires that the NTLP must be flexible and efficient enough to 
support existing and future signaling applications. 

A NSIS signaling-aware entity (NE) can support many NSLPs. However, 
an NSLP can be installed on few NEs along the data path. For example, the 
NAT/Firewall signaling application6 is only installed on the edge router of a 
private domain, whereas the QoS resource reservation signaling application5 

can be installed on all routers on the data path. 
Actually, it is not reasonable to assume that all the equipments of an ad­

ministrative domain will support the NSIS protocol. The NSIS protocol must 
therefore provide correct protocol operation even when there are non-NSIS-
aware entities between two NSIS-aware entities. Furthermore, the NSIS pro­
tocol should support multiple signaling applications; it is very likely that a 
particular NSLP will only be implemented on a subset of the NSIS-aware 
nodes on a path. Therefore, in a heterogeneous environment, different kinds 
of nodes can be defined: non-NSIS-aware nodes, NTLP-only-aware nodes 
and NSIS-aware nodes supporting one or more NSLP. 

2.1 NSIS transport layer functionalities 

An overall NSIS signaling is the joint result of the NSLP and NTLP op­
erations. As mentioned above, the NTLP has a peer-to-peer scope and oper­
ates only between adjacent signaling entities. Larger scope issues including 
end-to-end aspects are supported by the NSLP layer. 

The functionalities of the NSIS protocol layer have been identified in the 
NSIS framework4. The NTLP is responsible for transporting the signaling 
messages between the peer NE nodes (upstream and downstream peer). The 
transport functions are the reliable message delivery, congestion control, 
bundling of small message, message fragmentation, and security protection. 

Internet signaling requires the existence and management of state within 
the network for several reasons. Therefore, the NSLP should maintain the 
state for signaling sessions. However, the NTLP manages its own state to 
support the signaling application and it is unaware of the difference in state 
semantics between different types of signaling application. 
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2.2 Transport functions 

Reliable and non-reliable message delivery: the NTLP should support 
mechanisms to confirm the reception of a signaling message if this is re­
quired. 

Overload control: the NTLP should support overload control mecha­
nisms. This allows the signaling protocol to coexist with other traffic flows 
and holds the performance of the signaling to degrade gracefully rather than 
catastrophically under overload conditions. 

Messages bundling: the NTLP should support means to bundle signaling 
messages. 

Fragmentation and assembling: the NTLP should be capable of fragment­
ing/assembling the signaling messages if the total length of message exceeds 
the link MTU (Maximum Transmission Unit). 

Security protection: The NTLP only has a local scope. Thus, the NTLP 
only supports the security protection for the message transport between the 
adjacent NEs. The security protection that the NTLP should support includes 
integrity, anti-replay and confidentiality. 

2.3 Signaling functions 

Soft-state management: the NTLP should be capable of supporting soft-
state management to support the signaling applications. The soft-state means 
that after being established on an entity, a state will be deleted on that entity 
if it is not periodically refreshed during a specific time period. The soft state 
is used to avoid the faults and the cases in which using explicit commands to 
delete an established state cannot be done (e.g. an intermediate router is shut 
down). 

2.4 Other functions 

Besides the transport and the signaling functions, the NTLP should also 
support other functions such as follows. 

Multiplexing and demultiplexing signaling messages of different NSLPs. 
The NTLP should be capable of sending notification reflecting the 

changes occurring in the network status (e.g. routing change, congestions) to 
the NSLP applications and other NSIS-aware entities. 



Generic IP signaling service protocol 293 

3. GISP PROTOCOL 

The GISP protocol is designed to run directly on the IP layer or UDP 
protocol. It is easier to create a signaling protocol without constraints by 
using IP or UDP as an underlying layer. However, all functions of the 
signaling protocol must be designed and implemented within the protocol to 
satisfy the requirements of signaling applications and the requirements of 
NSIS working group. 

A GISP message consists of a common header, followed by a body con­
sisting of a variable number of variable-length objects. The description of 
GISP objects can be found in our draft7 with some minor changes. In this 
paper, we only focus the analysis on state management and message frag­
mentation. 

The GISP is responsible for transporting signaling messages and support­
ing generic signaling functions. When the GISP is required to support a sig­
naling session by its own NSLP upper layer or by receiving a signaling mes­
sage, the GISP layer will establish a GISP state for that session. Once the 
GISP state of the signaling session is established, the GISP layer can filter, 
(de)multiplex the signaling messages, manage the state and notify NSLP ap­
plications about changes in the network (e.g. routing change, congestion). 

3.1 Signaling service functions - State management 

In order to support NSLP signaling applications, the GISP must install 
and maintain its own states on the data path. This is the prime purpose of the 
NSIS protocol. In the NSIS framework, the NTLP state can be installed on 
all NEs or only some NEs on the data path. In the following part of the pa­
per, we will present how the GISP establishes and manages the state on the 
data path. We will also describe how the GISP messages are defined to effi­
ciently support the state management tasks for signaling applications. 

The GISP protocol can operate in the stateful or stateless mode. In the 
stateful mode, the GISP must register and maintain the state concerning a 
particular data flow. In the stateless mode, the GISP processes the message 
without installing any state concerning that message. Note that, in the same 
signaling session, some signaling-aware nodes on the data path run in the 
stateful mode (i.e. establish the state) while the others run in the stateless 
mode (i.e. do not establish the state for this session)8. 

3.2 State management modes 

As we discuss above, the GISP supports both stateful and stateless mode 
for signaling applications. The GISP defines five state management modes 
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(SM) to indicate how the state is establish on the signaling path. The SM 
value is specified by the SM field in the GISP message header (see our draft7 

for more details). 

3.2.1.1 SM=0. 
The SM=0 can be used for directly sending signaling messages between 

two signaling-aware entities (SE) without interference of intermediate nodes. 
In other terms, the message is forwarded by the intermediate nodes without 
establishing state. 

In figure 2, the signaling entity which initiates the session (signaling ini­
tiator) sends the message with the SM field = 0. Thus, the state is only estab­
lished on the signaling initiator (SI) and the signaling responder (SR) which 
terminates the signaling path. 

Signaling 
Initiator 

NSLP1 

GISP 

Rl 

....>! GISP -> 

R2 

NSLP1 

NSLP2 

GISP -> 

R3 

1 -> 

R4 

NSLP1 

GISP 
• - > 

Signaling 
tesponder 

NSLP1 

GISP 

Established state 
Message direction 

Figure 2. Establishing states in case SM=0 

A message sent with SM=0 may have a router alert option (RAO) in its 
IP header to assure the hop by hop security or other purposes. The IP source 
and destination address are the address of the entity that sends and receives 
the message respectively. 

3.2.1.2 SM=1. 
In case of SM=1, the GISP state is established on all signaling-aware 

nodes along the data path regardless of signaling applications. The SM=1 is 
therefore only used for the signaling applications requiring the signaling path 
must be seriously tied to the data path (e.g. resource reservation). A message 
sent with SM=1 has a RAO in its IP header to allow the next signaling nodes 
to examine the message. 

In case a signaling-aware node does not support the NSLP specified in 
the message, this node only registers the content of message without analyz­
ing it. If this node detects the changes in the network, it can send the regis­
tered message to establish rapidly the session on the new path. This provides 
a fast adaptation to route changes. Note that, the signaling application mes­
sage content is always opaque to the GISP. 
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3.2.1.3 SM=2. 
In case of SM=2, the GISP state is established only on the SEs that 

support the NSLP specified in the message. The NSLP signaling ap­
plication type is indicated by the NSLP-ID field in the GISP message. 
A message sent with SM=2 also has a RAO in its IP header to allow 
the next signaling nodes to examine the message. 

Established state: 
Messane direction: 

Signaling 
Initiator 

NSLPl 

GISP 

R l 

...»| GISP | ...> 

R2 

NSLPl 

NSLP2 

GISP 

R3 

>| [> 

R4 

NSLPl 

GISP 

Signaling 
Responder 

"> 

NSLPl 

GISP 

Figure 3. Establishing states in case SM=2 

The SM=2 can be used for signaling applications which are not sensitive 
to routing changes as NAT/FW_NSLP6. In figure 3, the SI sends the signal­
ing message with the SM=2 to the SR to establish a session for the NSLPl 
signaling application. The intermediate nodes R2 and R4 support the 
NSLPl, and the state is only established on these nodes. The routing changes 
between the node R2 and the node R4 do not heavily influence the 
NAT/FW_NSLP application. Normally, the NAT/FW_NSLP is only in­
stalled on the edge nodes of private domain. Thus, the routing changes be­
tween two domains do not affect the signaling application. 

3.2.1.4 SM=3. 
The case of SM=3 looks like to SM=2. However, if the state is not yet es­

tablished, the GISP must wait the decision of the NSLP signaling application 
to know whether the state will be established. In some cases, the GISP can­
not decide to establish the state by itself (e.g. lack of information).The mode 
SM=3 allows the NSLP signaling application decide to establish the state or 
not. 

3.2.1.5 SM=4. 
In case of SM=4, the message is not involved in state establishment. It is 

used by the GISP to exchange information about the states that have been 
established (refresh, delete states) or other information (congestion control, 
security control...). 

3.2.1 State refresh mechanism 

In the original RSVP version1, an established state is refreshed by resend-
ing the Path and Resv message on the data path. Every Path (or Resv) must 
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be totally examined even though the session is established. This increases 
the cost of message processing. 

The RSVP extension2 has improved the refresh mechanism. The RSVP 
messages are categorized into two types: trigger and refresh message. Trig­
ger messages are the messages that advertise state or any other information 
not previously transmitted. Refresh messages transmit previously advertised 
state and contain exactly the same objects and same information as a previ­
ously transmitted message, and are sent over the same path. Every trigger 
and refresh messages uses a MESSAGEID (message identifier), which 
uniquely identifies the message. Note that a MESSAGEID has a hop-by-
hop scope and concerns two specific adjacent RSVP-aware routers. 

The MESSAGEID identifying the refresh message has the same value 
as the MESSAGE_ID of the trigger message that was previously sent. 

When an established state needs refreshing, the RSVP only sends the 
MESSAGEID of that state. This avoids sending the whole message to re­
fresh the state. If the trigger message content needs to be modified, the 
RSVP sends a new trigger message with new incrementally changed 
MESSAGEID. As a result, the MESSAGEJDs values of established ses­
sions on two adjacent nodes are not necessarily consecutive. Therefore, the 
RSVP must send each MESSAGEID to refresh a specific session. 

In the GISP, we define a new mechanism to reduce the refresh cost. This 
mechanism is also applicable to RSVP to reduce the refresh cost. Each sig­
naling-aware entity (SE) has a list of established sessions with a particular 
adjacent SE. We call this list Socket_ID list. The index numbers of each en­
try in the list are called Socket_ID. Each Socket_ID is associated with a Ses-
sion_ID value to identify a specific established session between two adjacent 
SEs. The GISP will choose the SocketID for each new state and this value 
is not reused until the state is deleted. When establishing a new state, the 
GISP chooses the first unused Socket_ID (i.e. there is no established session 
corresponding to this SocketID) in the list. As a result, the SocketID of 
established states are consecutive. Therefore, the GISP only sends the first 
and the last Socket_ID values to refresh all the sessions having the 
Socket_ID values in this range. The figure 4 illustrates this mechanism. 

Suppose that the node A sends a trigger message for Session_ID=K for 
establishing a session on the node B (see figure 4). When receiving the trig­
ger message, the node B looks for the first empty Socket_ID (Socket_ID=2) 
and sends this value back to the node A. When A wants to refresh the states 
that are established on the node B (SessionID I, K and A), it sends the 
socket blocks (Socket_ID=l, Socket_ID=3). If an established session is de­
leted, the socket entry value is set empty (null). This null socket entry will be 
filled with a new session. 
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Note that, the A's socket list is a mirror of B's socket list. The node A 
can deduce the first null socket in the socket list of the node B. However, the 
value of the first null SocketID must be sent to A to make the GISP more 
robust. In some cases, a signaling-aware can loose the information about the 
established states (e.g when the node reboots). The node A can use the 
Socket_ID sent back from the node B to synchronize the two lists and de­
tects the errors. 

Node A NodeB 
Socket list 

Socket ID 

1. 
2. 
3. 

Session_ID 

Session_ID I 
empty 
Session_ID A 

New (Session_ID =K) 

Info (ACK 
+Socket_ID=2) 

Info ( Refresh l->3) 

Socket list 

Socket_ID 

1. 
2. 
3. 

Session_ID 

Session_ID I 
Session ID K 
Session_ID A 

Socket 
block 1 

Figure 4. States refreshing in the NTLP 

This mechanism aims to reduce the payload used to refresh the state be­
tween two nodes. Note that this mechanism allows refreshing a list of ses­
sion rather than refreshing each individual session. All the sessions in a list 
are refreshed at the same time. It saves the CPU resources to manage the 
timeout for each session. 

In addition, the GISP proposal allows two adjacent NSIS-aware nodes 
have more than one Socket_ID list. Each list has a different timeout value. If 
a particular session is more stable, we can place it in a list having a longer 
timeout. This allows the signaling application change the refresh period for a 
specific state in the same manner as the staged refresh timer mechanism11 but 
still avoid managing the soft state for each individual state. 

3.2.2 The GISP message 

In the GISP protocol, two states are associated with a session: forward 
state and backward state. The forward state concerns the information sent by 
the SI along the downstream path. The backward state concerns the informa­
tion sent by the SR along the reverse data path. The forward state is usually 
created before the backward. The backward state is not always created. If the 
forward state of a session is deleted, the backward state of that state is also 
deleted. However, if the backward state is deleted, the forward state of a ses­
sion still exists. 

The GISP supports three message types that are used to establish and re­
move the states (forward and backward) on the data path. They are also used 
to exchange signaling information between the SEs. 
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3.2.3.1 New message. 
A New message is used to establish the forward state for the downstream 

path between two signaling entities. The SI will send a New message along 
the data downstream path. The New messages can be sent with the Router 
Alert IP (RAO) option in their IP headers to allow the GISP on intermediates 
nodes to examine signaling messages. 

When the New message is sent with a RAO option in the IP header, in­
termediate SEs will examine it. The GISP is responsible for examining sig­
naling message to know if it must establish a forward state to support the 
signaling application. The decision depends on the SM field of message and 
the signaling application that the GISP supports. 

In the RSVP implementation, when receiving a Path message, a node 
must detect if the session has been established or not in the binary search 
tree. This wastes the CPU resource and increases the session establishment 
latency. In order to improve the message processing, the GISP uses the New 
message to establish new sessions. The New message is used once in a ses­
sion. If the state on the path changes, the New message cannot be used to re­
establish the session. In this case, the GISP sends a Mod message to re­
establish the session. 

3.2.3.2 Mod message. 
The Mod message has the same structure as the New message. It is used 

to modify a forward state of a session. If the sender wants to modify the sig­
naling session, he sends a Mod message along the data path toward the re­
ceiver. The GISP on the data path will examine the message and decide to 
deliver it to the NSLP layer or not. 

Sender Receiver 
Rl R2 R3 

New New New New 

Figure 5. Establishing forward states by using New and Mod message 

The sender or the intermediate nodes can periodically send the Mod mes­
sage to refresh and detect a route change in the network. When a SE receives 
a Mod message that is was previously received, it considers this message as 
a refresh notification from the previous node. 

In case a SE node detects a route change (ex. receive a route change noti­
fication from the routing table), it sends a Mod message to establish the state 
on the new path. This is illustrated in figure 5. When the router Rl detects a 
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route change, it sends a Mod message on the new data path until the message 
reaches the node R3. 

The Mod message is also used to establish the backward state if the re­
ceiver requires this. In this case, the Mod message will be sent hop by hop 
along the reverse data path. Note that the backward state is established if and 
only if the forward state is established. Thus, the SE always verifies the exis­
tence of the forward state before establishing the backward state. That is the 
reason why the New message cannot be used to establish backward states. 

3.2.3.3 Info message. 
The Info message can be sent hop by hop along the data path or the re­

verse data path. It is responsible for exchanging information between adja­
cent SEs nodes. The information can concern state management (refresh, 
delete an established state), reliable message delivery (acknowledge a mes­
sage) and other information (congestion control, error notification, etc). 

Moreover, the Info message allows to GISP to detect route changes (as 
the Mod message) and discover the path MTU (Maximum Transmission 
Unit). 

The Info message does not carry the NSLP message content to refresh an 
established state; it only carries the Session_ID of the established session. 
This reduces the signaling payload in the network. When receiving the mes­
sage, the GISP detects if the Session_ID corresponds to one of the estab­
lished states. If there is a corresponding state, the GISP considers this mes­
sage as a refresh notification for that state. Otherwise, the GISP will send 
back a notification to require sending a Mod message to establish the state. 

In the following section, we present how the Info message is used to de­
tect the path MTU. 

3.3 Transport service functions 

The GISP directly runs on the IP or on UDP, which do not meet the re­
quirements in the NSIS WG. Thus, the GISP must implement all the generic 
transport service functions specified in the NSIS requirements3'4. The GISP 
has its own transport functions such as follows: reliable message delivery, 
message bundling, message fragmentation and the path MTU discovery, 
congestion control, security transport 

3,3.1 Reliable message delivery 

The reliable message delivery is considered as a significant service for 
the signaling applications in the NSIS framework. This allows the signaling 
applications to receive the confirmation of signaling message reception. A 
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NSLP signaling application can invoke the reliable delivery service for its 
own purpose. This is always optional to use. 

The GISP supports mechanisms to confirm of the reception of a signaling 
message if it is required. If a message is required to transport reliably, the 
GISP sets the ACK flag in the MSG_SEQ object, which contains the sequen­
tial number of the message. When a SE receives this message, it will send 
back a MSG_ACK that contains the sequential number of the MSG_SEQ 
object. 

3.3.2 Message bundling. 

The GISP supports the message bundling for the signaling applications. 
The GISP can send more than one NSLP message in a GISP message. The 
GISP puts each NSLP messages in a GISP object and transports these ob­
jects in an only one GISP message. When receiving a bundle message, the 
GISP decapsulates it and process each NSLP message as it was received in­
dividually. 

3.3.3 The message fragmentation and the path MTU discovery 

For NSLPs that generate large messages, it will be necessary to fragment 
them efficiently within the network. The GISP is required to support the 
message fragmentation. However, using the IP fragmentation can be incom­
patible. 

Note that in the RSVP, the IP source address and the IP destination ad­
dress of an RSVP downstream trigger are the address of the sender and re­
ceiver respectively. If an intermediate router does not fragment the message 
(e.g. Don't Fragment bit is set or IPv6 packet) a "Packet Too Big" ICMP 
message will be sent to the sender address rather than to the previous node 
that sent the message. Thus, the previous node cannot know why the mes­
sage is lost. 

The GISP protocol uses a simple mechanism to detect MTU between 
signaling aware nodes. The GISP only uses this mechanism to send a trigger 
message (New or Mod) if the message length is larger than 576 bytes (IPv4) 
or 1280 bytes (IPv6). After sending the trigger message, the GISP will send 
an Info called Info Detect message. The Info Detect message only carries the 
information about the SE that sent this message (e.g. IP address) and Ses-
sionlD of the session. Because the SessionID length is 16 bytes, the Info 
Detect message length is always smaller than 576 bytes (IPv4) or 1280 bytes 
(IPv6). 

In case an intermediate node drops the trigger message, the next SE node 
only receives the Info Detect message. This node waits for a short time in-
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terval before sending back an Info message, called Info Failure message. 
This Info Failure message includes the next SE's address and the link MTU 
value of the interface through which the Info Detect message was received. 

When the SE that sent the trigger message receives the Info Failure mes­
sage, it knows the address of the SE and the link MTU of the interface 
through the Info Detect message was received. Thus, the GISP can use the 
path MTU discovery mechanisms for IP to detect the path MTU which are 
defined in RFC1191 and RFC1981. With this path MTU value, the GISP 
will fragment the trigger message and send individual fragments towards the 
next SE. Theses fragments will be assembled at the next SE and sent to the 
signaling application layer. 

3.3.4 The congestion control 

The RSVP does not implement any kind of congestion control algorithm. 
In case the RSVP traffic is low, the co-existence between RSVP and other 
TCP-like protocol is acceptable. Nevertheless, when the RSVP traffic is 
quite high, its flows are very aggressive and starves other TCP and TCP-like 
flows. 

In this paper, we only show the two main difficulties to support the con­
gestion control in the GISP. The solution for congestion control in the GISP 
is still under investigation. Firstly, the GISP has two ways to address a sig­
naling message as the RSVP: 

Peer-to-peer: the message is addressed to an adjacent signaling-aware. In 
this case, the message is sent directly between two signaling nodes without 
the interference of the intermediate nodes. 

End-to-end: the message is addressed to the flow destination directly, and 
intercepted by intervening signaling-aware nodes. 

In the first way, the signaling messages are sent between two explicit 
nodes, the GISP can reuse the congestion control mechanism for TCP as in 
the RFC25819. However, in the second way, the GISP does not know which 
SE on the data path will intercept the message. Thus, the congestion control 
for the TCP cannot be used. 

Secondly, the GISP supports the reliable and unreliable message delivery 
for the signaling applications. It is not always required to send back the ac­
knowledgement of a message. In the congestion control mechanisms9'12, the 
acknowledgement of packet is used to analyze the congestion in the network. 
If a packet sender does not receive the acknowledgement of a specified 
packet, it considers the packet is lost and there is congestion in the network. 
However, the GISP cannot consider that this message is lost if it does not 
receive the acknowledgement of that message since the acknowledgement is 
not always required. 
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3.3.5 Security protection 

The GISP only supports the security protection of the message transport 
between two adjacent NEs. Each SE must establish security associations 
(SA) with the other adjacent SEs before sending the GISP message. The 
GISP uses existing protocols to establish the SAs (e.g IKE). To support the 
message authentication, integrity and anti-replay security service, the GISP 
reuses the security mechanism proposed in the RSVP10. 

4. CONCLUSION 

The NSIS WG has proposed a generic framework for the design of an IP 
signaling protocol. The NSIS protocols architecture is decomposed in the 
NSLP and NTLP layers. We have designed GISP protocol to be the generic 
NTLP layer taken into account the requirements of the NSIS WG and based 
on the analysis of the existing RSVP implementations. 

In this paper, we presented the main characteristics of GISP protocol and 
proposed a new refresh mechanism to reduce the refresh payload and the 
CPU resource used for the soft-state management. We also proposed a 
mechanism to discover the path MTU between two signaling-aware nodes. 
This allows GISP to determine the appropriate length of the signaling mes­
sages and decreasing the load of the header message processing. 
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Abstract: This article presents limitations of current network management standards in 
the context of comprehensive distributed system supervision. As a proposed 
solution, the article describes the GeneSyS project achievements, a modern 
approach allowing straightforward integration of all monitoring/control means, 
as well as providing basic intelligence capabilities. These issues are illustrated 
on several industrial examples. 
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1. INTRODUCTION 

For more than 30 years, the information systems have moved forward 
from a single computer to distributed computer societies. 

These new information systems involve different heterogeneous compo­
nents working together and include groupware, collaborative engineering, 
distributed simulation and distributed computation resources management 
(GRID) systems 

The maintenance activities of such systems include: 
• Application management including deployment, set-up, start, stop, 

hold/resume, configuration management (for instance, for redundancy 
management purpose) and resource management; 



304 J.-E. Bohdanowicz, L. Kovacs, B. Pataki, A. Sadovykh andS. Wesner 

• Operating systems management comprising resource usage monitoring 
and control; 

• Time synchronisation; 
• Network management including parameterisation and performances 

(e.g. dynamic control of bandwidth allocation) and monitoring; 
• Security management, like authentication/authorisation control; 
• Archiving and etc. 

The difficulty of these tasks depends on the network deployed, the com­
ponents spread, the number of components, the availability of compatible 
management tools and the infrastructure. Working with thousands of pa­
rameters simultaneously becomes uneasy without intelligent solutions cate­
gorising, synthesising and filtering them, as well as situation pattern recogni­
tion and prediction mechanisms. 

Historically, the principles of network supervision are older than those 
governing the frameworks and mainly based upon the SNMP protocol (and 
its extensions). There exist many commercial frameworks, like Unicenter 
TNG, HP OpenView, etc, using SNMP not only for network management, 
but also for application management. These frameworks inherit SNMP ad­
vantages: performance, maturity for network management, multiple com­
patible devices; as well as well known disadvantages: lack of security (UDP 
based), lack of complex data types support that makes it difficult to build 
intelligent solutions. 

There exists a JMX (Java Management Extension) specification that 
solves earlier mentioned issues for Java platform systems. Besides, there 
exist frameworks (IBM Tivoli, etc.) using middleware standards, like the 
OMG CORBA. 

However, several common constraints can be identified for available su­
pervision technologies and frameworks: 
• Interoperability issues: Components written on different languages us­

ing different toolkits, which are supposed to use the same architecture 
specification, may not be capable to co-operate on a full scale. 

• Components portability: Often components are built to work only un­
der their native operating systems like MS-Windows or UNIX. They are 
very sensible to transport mechanism and to low level communication 
protocols, in general. 

• Development/deployment complexity: Many commercial applications 
have proprietary APIs that makes it difficult to create new agents and to 
plug them to the existing supervision systems. 

• Non-flexible architecture: When agent and visualisation tools are real­
ised in the same component, upgrades of the console impact agent func­
tionality and vice versa. 
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• Dedication to a particular monitoring layer, lack of comprehensive 
solutions: For instance, there exist various application layer tools to su­
pervise Oracle database. It would be very useful to get simultaneously the 
system information and network statistics to better control the system. 

• Lack of intelligence support: Dealing with thousands of relevant pa­
rameters simultaneously is a laborious task 

• Lack of integration capability: Often application management can't be 
supplemented with existing network management solutions due to the 
lack of integration capability. 
The next section introduces the GeneSyS project intended to overcome 

these limitations. 

2. GENESYS 

GeneSyS (Generic System Supervision) is a European Union project 
(IST-2001-34162) co-funded by the Commission of the European Communi­
ties (5th Framework). EADS SPACE Transportation (France) is the project 
Co-ordinator, with University of Stuttgart (Germany), MTA SZTAKI (Hun­
gary), NAVUS GmbH and D-3-Group GmbH (both of Germany) as partici­
pants. GeneSyS started in March 2002 and is due to be completed in October 
20041. The project is aimed at developing a new, open, generic and modular 
middleware for distributed systems supervision. Besides, the consortium in­
tends to make GeneSyS an open standard in the distributed system supervi­
sion domain. 

2.1 Proposed Solution 

The protocol based supervision architectures (ICMP, SNMP) have the 
most remarkable interoperability characteristics due to the fact that, their 
message format is strictly fixed and they do not impose any limitations on a 
component implementation, requiring only the protocol support. This makes 
their usage independent from operating systems and programming lan­
guages. 

Their force is also their weakness. The strict message format makes it 
difficult and often impossible to operate with a custom data required for 
modern supervision systems. The network management protocols are insepa­
rable from their transport protocols. 

Meantime, Web technologies provide with flexible means to build cus­
tom, XML based protocols and portable transport mechanisms independent 
from network protocols (Web Services). 
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Our proposal is to combine Web technologies to build a supervision mid­
dleware, which shares advantages of protocol based architectures: operating 
system and programming language independency; and provides flexible and 
customisable messaging protocol, as well as network portability. 

2.2 Web Technologies as a Platform for a Supervision 
Framework 

With the advancement of Web technologies, more and more works ap­
peared to introduce these technologies in the world of supervision (DMTF 
WBEM, OASIS WSDM, etc.). GeneSyS was one of the firsts to bring the 
Web Services to this domain. 

As a result of our research, an agent based approach was implemented 
which separates the monitoring/controlling and visualisation of monitoring 
data. Web Services technologies were chosen as the base for GeneSyS mes­
saging protocol. 

Basing the supervision infrastructure on agents seems logical, because 
the monitoring of IT entities requires properties that are available with soft­
ware agents. A software agent is a program that is authorised to act for an­
other program or human (see2). Agents possess the characteristics of dele­
gacy, competency and amenability that are the exact properties needed for a 
monitoring software component. 

Delegacy for software agents centres on persistence. Delegacy provides 
the base for an agent, which makes it an autonomous software component. 
By taking decisions and acting on their environment independently, software 
agents reduce human workload by interacting with their end-clients when it 
is time to deliver results. In case of GeneSyS, the agents reside either on the 
computer hosting the monitored entity or on a computer that is able to com­
municate with the monitored entity. 

Competency within a software environment requires knowledge of the 
specific communication protocols of the domain (SQL, HTTP, API calls). A 
monitoring agent competency is to have knowledge about the monitored en­
tity to be able to collect runtime information from it or to control it with 
commands. 

Amenability in intelligent software agents can include self-monitoring of 
achievement toward client goals combined with continuous, online learning 
to improve performance. GeneSyS makes no restriction on its agents or on 
their intelligence or autonomous operations, but provides the ability to in­
clude it as found necessary by agent writers and also provides some middle­
ware components (like monitoring data repository) that can be used to im­
plement amenability. 
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Openness and standards based solution is one of the key requirements of 
GeneSyS especially in the light of the Consortium's intention to turn Gene­
SyS itself into an industry standard. After a number of iterations, we had two 
candidates for the realisation of the communication protocol: 
• InterAgent Communication Model (ICM - FIPA based) (cf.3) 
• Web Services technologies (see4) 

The ICM framework has not been designed for monitoring or supervision 
needs but is a general communication framework for inter-agent communi­
cation. The Web Services framework standardised by the W3C is a generic 
framework for the interaction of Services over the Internet and is designed to 
exploit as much as possible existing protocol frameworks such as SOAP and 
HTTP. The Web Services framework is in contrast to ICM more a hierarchi­
cal or client-sever communication model. 

Web Services has a major problem with respect to performance. The use 
of an XML based protocol cannot be as efficient as a binary protocol due to 
the text processing, which is highly performance consuming. Additionally, 
the most common transport protocol used for SOAP messages, the Hypertext 
Transfer Protocol (HTTP), is not very efficient as it lacks stateful connec­
tions. However we are convinced that these problems can be solved as Web 
Services potentially can use different protocols. The feature of alternative 
protocol bindings is already used for example in the .NET framework using 
Remoting, which uses different (proprietary) protocols. As this problem is 
not solely part of GeneSyS but the whole community including the major 
software vendors that are committed to Web Services will face this problem, 
the assumption that this limitation will disappear seems reasonable. 

After a detailed comparison of these two technologies, we selected Web 
Services, including the SOAP XML based communication protocol as a base 
for GeneSyS. Going on the Web Services path, we have a strong industry 
backing with tools available for many languages. With this decision, we also 
defined the first instance of a Web Services based supervision system that 
has recently been followed by other companies and standards organisations 
(OASIS WSDM, DataPower Technology5) 

On top of SOAP and Web Services, a new layer of the GeneSyS protocol 
has been established called the GeneSyS Messaging Protocol (GMP). Gene­
SyS Messaging Protocol is a lightweight messaging protocol for exchanging 
structured supervision information in a decentralised, distributed environ­
ment. It is an XML protocol based on XML 1.0, XML Schema and XML 
Namespaces. GMP is intended to be used in the Web Services Architecture, 
thus, SOAP is considered as a default underlying protocol. However, other 
protocol bindings can be equally applied. Using XML to represent monitor­
ing data was a natural choice. XML is a widely accepted industry standard 
that supports structured representation of complex data types, structures 
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(enumerations, arrays, lists, hash maps, choices, and sequences) and it can be 
easily processed by both humans and computers. With the wide acceptance 
of XML, integration with supervised application and 3d party monitoring 
solutions can be smoothly achieved, since XML toolkits are available for 
every platform. 

2.3 Basic Components and Communication Model 

This section provides implementation details, illustrating common super­
vision framework architecture. 

Fig.l depicts the basic GeneSyS functionality. 

OJ Supervised Entity 
c 

Figure 1. GeneSyS Communication Model 

As showed above, supervision process involves several generic compo­
nents. The Delegate implements an interface to the Supervised Entity (Oper­
ating System, Network, Applications, etc.), retrieves and evaluates monitor­
ing information and generates monitoring events. The Supervisor is a remote 
controller entity that communicates with one or more Delegates. It may en­
capsulate management automation functionality (intelligence), recognising 
state patterns and making recovery actions. The Console is connected to one 
or many Supervisors to visualise the monitoring information in a synthetic 
way, and to allow for efficient controlling of Supervised Entity. The Core 
implements Directory Server, a location storage being updated dynamically. 
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The agents are registered in the Core with the purpose to be discoverable 
by other agents. Hereafter, the "agent" is a generic term comprising the Su­
pervisor and the Delegate. 

Both "pull" and "push" interaction models are available. The pull model 
is realised by the Query/Response mechanism, while the Event Subscribe 
mechanism secures the push model. All interactions between agents are pro­
vided for by the SOAP-RPC. The flexibility of XML standard is used to en­
code communication messages (GeneSyS Messaging Protocol) supporting 
complex data structures and custom data types. 

2.4 Integration Capability 

As a result, transport mechanism (SOAP-RPC) and the GeneSyS archi­
tecture itself are very flexible. That allows smooth integration with existing 
management frameworks. 
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Figure 2. GeneSyS - SNMP Collaboration 

Fig. 2 gives an example of collaboration between GeneSyS and SNMP. 
An SNMP Management Entity, a Network Management System, is plugged 
to a GeneSyS delegate, which makes network management information 
available at the administrator console. Thus, this information can be proc-
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essed together with information of other agents (operating system, middle­
ware, applications, like Visio Conference Server on the Fig. 2) in order to 
synthesise all the metrics in a single global view. 

Hence, this SNMP bridge concept gives opportunity to benefit from both 
network and application level management. In that way, it is used in some of 
GeneSyS network agents mentioned lately in the following applicability sec­
tions. 

2.5 Intelligence 

An inherent property of software agents is autonomy, that is, the ability 
to work without the intervention of other programs or humans. Autonomous 
work requires some level of intelligence so that the agent can react on 
changes in its environment or can make decision based on its internal logic 
driven by rules or other means. Intelligence in agents is also required be­
cause in a complex environment with some 10 or 100 monitored entities, an 
administrator could be easily flooded with low level warnings like "memory 
is running low" or "maximum number of users almost reached". Instead, the 
administrator first needs a general, summarised view about the health of the 
systems and then can look at the details as necessary. 

The GeneSyS framework provides API hooks for adding intelligence to 
agents as well as components for supporting the implementation of intelli­
gence. Intelligence can be accomplished in several ways, which are only out­
lined here, as the actual implementation of this feature is not a main goal of 
GeneSyS: 
• Specific Implementation: the "intelligence" to react on the system status 

can be done as part of the program code of the agent. 
• Parameter based Generic Solution. The rules can be configured through 

parameters. A basic example is a "Threshold Miss Agent" where the pa­
rameters would be min and max values. 

• Rule Based Systems. In complex settings, the usage of rule based sys­
tems could be an option where the rules can be expressed in an external 
file e.g. based on JESS. 

• Workflow based systems. Another option could be to use workflow lan­
guages such as BPEL4WS to define workflows that act depending on 
events receive. 
GeneSyS provides a data Repository that is connected to the middleware 

bus via the same API as any other agents, which means its functionality is 
available to all other agents connected to a given CORE. The Repository 
provides a generic XML data storage facility. Agents can store monitoring or 
control messages in the Repository, which can later be queried. With the use 
of the Repository, an agent can base its decisions on archived data, for ex-
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ample, by analysing past messages for detecting trends in the operation of 
the monitored entity. More over, the Repository is also capable for storing 
control messages - or a list of control messages - which can be "replayed" 
any number of times at any time it is necessary. 

The Agent Dependency Framework (ADF) is another aid for adding in­
telligence to monitoring. ADF allows defining dependencies of monitored 
entities. To be more precise, not directly the dependencies of monitored enti­
ties but the dependencies of the agents monitoring the entity can be de­
scribed. Each delegate agent can describe in its component description 
(which is stored in the Core) what agents it depends on. The dependency 
forms a directed graph that should never cause a circular reference. Once the 
dependency of each delegate is described, the dependency graph can be que­
ried from the Core. Based on the dependency graph, a special supervisor 
console view can be created that draws a tree view of the dependent entities 
and gives a quick overview of the health of the system with green, yellow 
and red light depicting a healthy, questionable or erroneous state of the de­
pendant systems. This way of visualising the monitored system with all its 
dependent components provides a way for tracking root cause of problems. 
For example, an administrator seeing a red light in the top of the dependency 
hierarchy can expand the tree until he finds the subsystem that generates the 
red light and which has been "propagated" up in the dependency tree. In the 
same way, an autonomous intelligent agent can walk this tree and find the 
root cause of the problem and can work only with that subsystem that was 
the source of the problem. 

3. APPLICABILITY RESULTS 

This section illustrates flexibility, integration capability and basic intelli­
gence features with several real-life examples of the GeneSyS framework in 
use. The scenario was intended to prove the viability of the GeneSyS con­
cept. Common system and network agents were developed to reflect system 
administrator needs. Custom application agents were used to monitor the 
system functional status (application load, resources used by applications, 
etc), user activities (documentation in use, on-line meetings, access viola­
tion, etc). 

The main goal of these scenarios was to prove the capability of Web Ser­
vices based distributed system to work in a heterogeneous environment. It 
includes support of different operating systems (Windows, Linux), pro­
gramming languages and toolkits (C/C++/gSOAP, Java/Axis, .Net). Besides, 
while developing custom application agents (Oracle, EDB, GTI6-DSE, 
Mbone, Tomcat), the integration capability was ensured. 
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3.1 Distributed Training Scenario 

This scenario was brought by EADS SPACE Transportation, the Euro­
pean aerospace industry leader. It concerns HLA-based simulations. HLA 
(see6) is a DoD standard for real-time interactive simulations. This standard 
is widely used in military, aerospace and automotive industries. The Distrib­
uted Training Scenario involves 4 real-time simulators playing different 
roles in joint training sessions of astronauts and ground controllers in order 
to prepare them in advance for contingency situation during the ATV to In­
ternational Space Station (ISS) approach manoeuvre. The trainee teams are 
located in different places all over the world (Toulouse, Houston, Moscow), 
which imposes performance constraints on a supervision solution. 

The flexible GeneSyS information allowed customising of System and 
Network agents and development of scenario specific Middleware and Ap­
plication agents (RTI middleware, DIS-RVM application). 
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Figure 3. Intelligence in Distributed Training Supervision 

Figure 7 depicts the deployment schema and gives intelligence imple­
mentation hints. 

The "synthetic view" and "agent dependencies framework" approaches 
were used to provide administrators with a run-time system operation status 
summary and to allow a fast problem location. 

Thus an administrator could browse down the agents to find a problem 
origin and then maintain the system. 

file:///etwork
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3.2 Web Servers Scenario 

The Web Servers Monitoring validation scenario aims at using GeneSyS 
for monitoring and controlling web servers and web based on-line services. 

A Web Server is typically more than just an HTTP daemon: it may in­
voke external programs and those programs may use other programs for their 
execution, and so on. A typical Web Server can include, for example, an 
Apache server with a PHP interpreter and a MySQL database used by a 
number of PHP application. The Web Server is considered "healthy" only if 
all of these components are in good condition. Because these components 
may be dependent of each other it is not enough to have separate agents for 
all entities but these agents must be connected in a way to reflect the de­
pendencies of the monitored entities. 

Figure 4. Web Application - A Common Deployment 

Going on with the previous example, a Web Server could be considered 
healthy if the Apache daemon is up and running, the PHP applications it 
hosts respond in an acceptable time interval and the MySQL server has 
enough space for new records. If any of these conditions are not met the sys­
tem should notify the administrator. More over, the unresponsiveness of 
Apache may be the result of a number of other dependent subsystems, like 
the operating or network system. So the "monitoring entity" could be divided 
into some more elements, namely the Apache server itself, the underlying 
operating system and the network connecting the server machine to the outer 
world. In this case even if Apache is found to be alive the operating system 
agent may report that the CPU load is too high and this could cause in a 
short time the Apache server being unable to respond to requests. 

The Web Servers Monitoring scenario extensively uses the Agent De­
pendency Framework of GeneSyS, which provides the ability to describe the 
dependencies of system components and use this dependency graph to detect 
and find root cause of an erroneous system state. 
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4. CONCLUSION 

This article presents an innovative supervision middleware intended to 
supplement classical distributed management approaches based on SNMP. 
The proposed framework has great integration capability illustrated on dif­
ferent real-life applicability examples. That permits using it in conjunction 
with existing network management infrastructure. 

In comparison with other solutions, among other advantages, the authors 
would like to emphasise that the GeneSyS architecture is open to be ex­
tended with custom agents for all kind of applications. 

The validation showed that, besides some ergonomics and performance 
issues, the solution is ready for the large community of the Internet users. 
That is why, generic components for system and network monitoring, as well 
as, visualisation tools, service components and development toolkits were 
released under open source policy and can be found at the GeneSyS Source-
Forge repository (see7) 
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Abstract: Common multicast tree shared by all layers/streams belonging to one session, 
is essential to provide multicast-based congestion avoidance. It enables both 
synchronization of layered data (in the case of layered multicast) or streams (in 
the case of multicast stream replication) and stable congestion control. 
Although many authors have been addressed the problem of multicast 
transmission, the methodology of building common delivery trees still remains 
an unresolved issue. In the paper, a new solution of that problem is proposed -
a multigroup communication based on active network technology. 

Key words: multicast communication, congestion control, active networks 

1. INTRODUCTION 

There are two main architectures of multicast-based congestion 
avoidance, able to preserve real-time characteristics of multimedia 
transmission: receiver-driven layered multicast and stream replication 
multicast (Kim and Ammar, 2001). In the both cases, the multimedia stream 
is divided into several complementary layers (layered multicast) or 
independent streams (stream replication) with different QoS requirements. 
All layers/streams are synchronised and simultaneously transmitted trough 
the network as separate multicast groups. Receivers can individually 
subscribe or unsubscribe to the appropriate multicast groups to achieve the 
best quality signal that the network can deliver. 

The great advantage of multicast-based congestion avoidance is that it is 
a good solution of network heterogeneity problem. However, such a 
transmission assumes, that all multicast groups (layers or streams) will 
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follow the same multicast tree even if they are sent separately (Matrawy et 
al.? 2002). Above assumption is especially necessary in the case of layered 
multicast, where identical propagation parameters for each layer allow to 
avoid loss of synchronism of transmitted layers. 

Moreover, common multicast tree, shared by all layers/streams belonging 
to one session, is needed to provide stable congestion control. Receiver-
driven congestion avoidance forms a close loop control from point of 
congestion to the receiver and to the point of congestion again. The receiver 
acts as a controller, which motivates the control device (network node at the 
point of congestion) to perform rate adaptation. Stable control process will 
be possible only if group membership stay in one-to-one relationship with 
effective transmission rate measured at the point of congestion. 

Unfortunately, common multicast tree cannot be guaranteed in, 
connectionless in nature, IP network. Although many authors have been 
addressed the problem of layered multicast transmission management, also 
using active network technology (Yamamoto and Leduc, 2000), the 
methodology of building common delivery trees still remains an unresolved 
issue. In the paper, a one of possible solution of that problem is proposed - a 
multigroup communication based on active network technology. Instead of 
the, mentioned above, previous propositions of active networks based 
layered multicast, the proposed management scheme allows full utilisation 
of existing multicast infrastructure. 

The rest of the paper is organized as follows. Section 2 proposes 
multigroup communication management. Section 3 describes examples of 
multigroup management while Section 4 addresses the evaluation of 
proposed management scheme. Section 5 concludes the paper. 

2. MULTIGROUP COMMUNICATION USING 
ACTIVE NETWORKS TECHNOLOGY 

2.1 A concept of multigroup communication 

W define multigroup as a set of multicast addresses, belonging to one 
multicast sessions, which follow the same multicast tree, while multicast 
forwarding is adapted individually to particular group membership. 
Multigroup comprises of a set of multicast groups, tied together by common 
delivery tree. It was assumed, that multicast delivery tree will be constructed 
on the basis of multicast distribution of the lowest-quality stream (base layer 
or base stream). This assumption arose directly from the concept of layered 
multicast, where receiver have to connect to the multicast group, which 
transmits the base stream and then connect to one or more supplementary 
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groups (in order of relevance of carried substreams). In result, all receivers 
are always connected to the multicast group of the base layer and the base 
layer's delivery tree is, in fact, the base delivery tree, which always connects 
possible session participants. In the case of multicast stream replication, the 
base (lowest-quality) stream also is the only stream to which each receiver 
must connect, at least once (at the beginning of transmission). 

The proposed multigroup management, able to construct multigroup from 
a separate layers, is implemented using active network (AN) technology. 
Code, which defines the behaviour of the multigroup, is moving along 
delivery tree. Instead of typical AN-based solutions, the code isn't 
distributed from the sender to receiver(s), but it is distributed hop by hop, 
from receiver to the sender (exactly: the router closest to the source) - as the 
other multicast management messages are moved. 

For multigroup management purposes, the session description transmitted 
by Session Description Protocol (SDP) must be extended by code, which 
defines the behaviour of the multigroup. In particular, the code conveys 
information about multicast group behaviour within the multigroup and 
packet marking policy. Receiver obtains the code together with other session 
data transmitted by SDP. During the connection's establishment, a copy of a 
code is installed at network nodes within a delivery tree. Thus, each network 
node obtains definition of a multigroup behaviour (in particular, a method of 
joining and leaving multigroup as well as a single layer). 

2.2 Joining and leaving multigroup 

A receiver connects to the multigroup sending the j o i n _ m u l t i g r o u p 
message. The j o i n _ m u l t i g r o u p message is sent to the default 
Designated Router (DR), as the IGMP (or MLD) reports are. The DR router 
is usually the nearest router supporting IP multicast. If DR router belongs to 
the shared tree (there is a receiver in link-local network connected to the 
base layer), DR router will activate data delivery on interface, from which it 
receives the jo in__mul t ig roup message. Otherwise, the router will have 
to connect to the delivery tree. 

A router (or DR router) which want to connect to common delivery tree 
install the code and sends the j o i n _ m u l t i g r o u p message to the NH 
router. NH router is the next hop router in delivery tree, toward the root. The 
address of the NH router can be obtained from the routing protocol. Delivery 
tree is stored in local cache for fast lookup purposes. If, from any reason, 
routing protocol changes delivery tree, cache will be automatically updated. 

Code is forwarded along delivery path to the next hop toward the root. 
NH router checks the uniqueness of the code, and (if needed) install the code 
and then sends code to the successive hop on delivery path. The sequence is 
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repeated until the root or the first router served the base layer is achieved. In 
result, each router in the path obtains code. To rebuild distribution tree 
standard multicast routing protocols are used. Its worth remarking, that 
(instead of IP multicast) j o i n _ m u l t i g r o u p message is used for 
communication both between receiver and DR and between routers. 

Receiver leaves multigroup by sending l e a v e _ m u l t i g r o u p message 
to the DR router, which checks the global number of receivers connected to 
the layer 1 in router's directly attached networks. This number is stored into 
the global variable rev_all[l]. If the rcv_all[l] is equal to zero, the router 
will send the l e a v e _ m u l t i g r o u p message to the NH router and will 
activate prune mechanism of routing protocol. In result, the router leaves 
multicast delivery tree, then terminates execution of the code and removes it. 

2.3 Joining and leaving layers 

If the receiver connects to the upper layer, sends the j o i n _ l a y e r 
message. The message propagates along the delivery tree, until the first 
router served the upper layer is achieved. The j o i n _ l a y e r message 
activates the transmission of upper layer (activates proper interfaces along 
the delivery tree). The upper layer transmission follows the same delivery 
path from the sender to the receiver as the base layer transmission. A 
simplified algorithm for joining layer is as follows: 

receive join_layer(layer) message on interface 
if (rcv_all[layer] == 0) { 
lookup route cache for NH router 
send join_layer(layer) to NH router 
update forwarding table } 

if (rcv[layer, interface] == 0) { 
enable forwarding for interface } 

increment rev[layer, interface] 
increment rcv_all[layer] 

The above pseudo-code defines two counters. The rcv[layer, interface] 
describes the number of receivers at given interface, counted for given layer. 
The rev_all[layer] counter describes global number of receivers connected to 
the layer layer in router's directly attached networks. 

Receiver, which decides to leave layer layer, sends the l e a v e _ l a y e r 
message to its DR router, which increments both rcv[layer, interface], and 
rcv_all[layer]. If the number of receivers at the given interface reaches 0, the 
router won't propagate data via this interface. If the global number of 
receivers reaches 0, the router will send the l e a v e _ l a y e r message to the 
upper (the next) router. When a layer is leaved, the remaining datagrams of 
the layer are useless and should be removing from the queue rather than be 
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carried to the receiver. The last operation carried out during the leaving layer 
is f l u s h procedure, which discards these datagrams. A simplified 
algorithm for leaving layer is as follows: 

receive leave_layer(layer) message on interface 
decrement rev[layer, interface] 
if (rcv[layer, interface] == 0) { 
disable forwarding for interface } 

decrement rcv_all[layer] 
if (rcv_all[layer] ==0) { 
lookup route cache for NH router 
send leave__layer (layer) message to NH router 
update forwarding table 
flush(layer)} 

Receiver joins and leaves, successively, layer by layer, in order of their 
relevance. In the case of emergency (e.g. if the receiver will be switch off 
without prior l e a v e _ l a y e r message), layers will be leaving using the 
time-out signalization from IGMP (or MLD) protocol. 

2.4 Maintenance of multicast connections 

DR routers provides typical, defined by IGMP (or MLD) standard, 
maintenance procedures to determine if there is any group member on their 
directly attached networks. Such a group checking is performed using 
standard mechanisms based on IGMP (or MLD) Query message. 

This maintenance procedure actualize information about hosts belonging 
to each multicast group and allows verifying status of particular group 
membership. Differences between real and counted status of group 
membership may be caused by e.g. connection failures or other emergency 
situations, while receivers leave groups without sending typical 
l e a v e _ m u l t i g r o u p or 1 e av e_l ay er (layer) messages. 

3. EXAMPLES AND SCENARIOS 

3.1 Joining the multigroup 

Assume that receiver Rl decide to join multigroup, which serve the 
MPEG-4 layered video transmission. Initially no one receiver is connected to 
the multigroup. In this example, message with code is distributed along 
delivery tree from the DR router to the root. The process of joining 
multigroup is performed in 7 steps (Fig. 1): 
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Figure J. Receiver Rl joins the multigroup 

1. Receiver Rl sends the j o i n _ m u l t i g r o u p message to the router C (a 
DR router of the receiver's link-local network). 

2. Router C gets the j o i n _ m u l t i g r o u p message via the interface I 1. 
Check the uniqueness of the code. The code hasn't been yet installed, so 
the router installs it and sets parameters. In particular, the global number 
of receivers connected to the base stream rcv_all[l] and the number of 
receivers at given interface rcv[ 1,1], are set to one. Router creates 
delivery tree using multicast routing protocol (updates forwarding table). 

3. Router C lookup for the address of the NH router in local cache and 
sends the j o i n _ m u l t i g r o u p message to the NH router (router B). 

4. Router B gets the j o i n _ m u l t i g r o u p message via the interface 12 
and repeats the processing of the obtained code (see 2). 

5. Router B lookup for the address of the NH router in local cache and 
sends the j o i n _ m u l t i g r o u p message to the NH router (router A). 

6. Router A gets the j o i n _ m u l t i g r o u p message via the interface 11. 
7. Router A activates interface I 1. Router B transmits the multicast packets 

which convey the base layer to router C via the interface 12. Base layer is 
transmitted from the router C via the interface I 1 to the receiver Rl. 
Router A is a root of delivery tree and receives multimedia data strictly 

from the sender. 

3.2 Joining upper layers (streams) 

Assume that receivers Rl and R5 decide to join the upper (namely, 2nd) 
layer. Initially all receivers are connected to the multigroup, but only R2 and 
R3 are connected to the layer 2. In the first example, message with code is 
transmitted only from the receiver to the DR router. The process of joining 
the upper layer by receiver Rl is performed in 3 steps (Fig. 2, scenario A): 
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1. Receiver Rl sends the j o i n _ l a y e r ( 2 ) message to the DR router (C). 
2. Router C gets the j o i n _ l a y e r ( 2 ) message via the interface I 1. Check 

the status of counter rcv_all[layer\. Receivers R2 and R3 are connected 
to layer 2, so rcv_all[2] = = 2. Thus, router C activates forwarding of 
multicast packets to interface I 1 and increments variables rcv[2,l] and 
rcv_all[2]. In result, rcv[2,l]=l and rcv_all[2]=3. 

3. Layer 2 is transmitted from the router C (via 11) to the receiver Rl. 

Sender 
MPEG-4 
(3 layers) 

Figure 2. Receivers Rl and R5 joins the layer 2 

The second example shows transmission of the jo in_layer ( layer ) 
message from the receiver to the router B. The process of joining the upper 
layer by receiver R5 is performed in 5 steps (Fig. 2, scenario B): 
1. Receiver R5 sends the j o i n _ l a y e r ( 2 ) message to the DR router (D). 
2. Router D gets the j o i n _ l a y e r ( 2 ) message via I 2, checks the status of 

counter rcv_all[layer]. No one receiver is connected to layer 2 in router's 
directly attached networks (rcv_all[2] = = 0). Thus, router C activates 
forwarding of multicast packets to interface 12 and increments variables 
rcv[2,l] and rcv_all[2]. In result rcv[2,l] = 1 and rcv_all[2]=l. 

3. Router D sends the j o i n _ l a y e r ( 2 ) message to the NH router (B). 
4. Router B gets the j o i n _ l a y e r ( 2 ) message via I I . Because 

rcv_all[2] = = 3, router B activates interface I 1 and increments variables 
rcv[2,l] and rcv_all[2]. In result rcv[2,l] = 1 and rcv_all[2] = 4. 

5. Layer 2 is transmitted from the router B through the router D to Rl. 

3.3 Leaving upper layers (streams) 

Assume that receivers Rl, R2 and R3, are connected to the layer 3 and 
receiver R5 to layer 2. Due to possibility of congestion, receiver R5 have to 
leave layer 2 to reduce effective transmission rate in the access network. 
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Figure 3. Receiver R5 leaves the layer 2 

In this example, l eave_layer ( /ayer ) message is transmitted from the 
receiver R5 to the first router in tree, which counter rcv_all[layer] > 1. The 
process of leaving layer 2 by receiver R5 is performed in 4 steps (Fig. 3): 
1. Receiver R5 sends the l e a v e _ l a y e r ( 2 ) message to the DR router (D). 
2. Router D gets the l e a v e _ l a y e r ( 2 ) message via I 2. Router decrements 

rcv[2,2]. Because rcv[2,2] is now equal to 0 (no one receiver is connected 
via I 2), router D stops forwarding via 12 and decrements rcv_all[2]. 

3. Because rcv_all[2]= =0, router D sends leave__layer(2) to NH router. 
4. NH router (B) gets the l e a v e _ l a y e r ( 2 ) message via I 1, decrements 

rcv[2,l]. Because rcv[2,l] = = 0, router B stops forwarding of multicast 
packet via I 1 and decrements rev_all[2]. Counter rcv_all[2] == 3, so 
router B forwards multicast packets and don't propagate 
l e a v e _ l a y e r ( 2 ) to NH router (router A). 

4. RESULTS 

Described multigroup management was successfully implemented in 
Berkeley's ns-2 network simulator environment. As the source of elastic 
traffic (ST), FTP over TCP (SACK version) was used. TCP packets have a 
size of 1000 bytes. As a video application, the ECN-capable layered 
multicast was used - see (Chodorek, 2003) for details. Video traffic sources 
(SV) were modeled as three-layer VBR streams, generated from 13 publicly 
available video traces, encoded in high, medium and low picture quality. 
Properties of traces can be found in (Fitzek and Reisslein, 2001). The video 
streams use ECN-capable RTP protocol (Chodorek, 2002) and RTP packets 
have maximum 188 bytes. 

The proposed transmission scheme has been simulated in a 3 different 
topologies (Fig. 4), to expose the performance issues as well as scalability. 
Senders are connected to the router at 100 Mbps and 1 ms delay. Receivers 
are connected to the router through 1 ms delay link. Routers are connected 

Sender 
MPEG-4 
(3 layers) 
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with a link at 5 ms delay. All routers are ECN-capable (RED queue marks 
packets instead of dropping) and utilize 3-level RED queue. 

SV 
2.5 Mbps 

topology 71 

topology 73 ST topology T2 

Figure 4. Simulation topologies. Parameters of Tl: a = 0.4 Mbps, b = 0.8 Mbps, c = 2 Mbps. 
Parameters of T2: a = 100 Mbps. Parameters ofT3:a = b = c=z2 Mbps, d = 0.2 Mbps. 

Topology 71 was used for adaptability tests. Receiver R3? connected via 
non-congested link, always was able to receive full video information (layer 
1 to 3). Receiver R2 was connected via lightly congested link and always 
was able to receive layer 2. If the realistic video source was characterized by 
low-detail, slowly dynamic content, R2 could connect to layer 3. Receiver 
Rl was connected through heavy congested link. Rl was able to receive 
layer 1 and, if the video trace was small enough, could connect to layer 2. 
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Figure 5. Adaptability (Rl, starwars video): a) without multigroup, b) with multigroup. 

Experiments shows, that adaptability of the receiver-driven layered 
multicast is the same or better when the multigroup communication is used, 
because of faster reaction on the variable network conditions (here: VBR 
traffic). In Figure 5 an example of such a situation is depicted. The slow 
reaction of the system without multigroup (layer 3 was leaved about 2 times 
slower without the multigroup) has resulted in longer congestion during the 
first seconds of transmission, what lead to the saturation of RED's average 
queue size, so the receiver gets ECNs even if congestion is over. Last, but 
not least, reason of better behavior of the system implementing multigroup 
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communication is f l u s h procedure, which discards packets belonging to 
unsubscribed layer from an output queue, what increases the bandwidth 
utilization and decreases delay of the rest of packets. 

Table 1. Packet loss ratio. Because the ECN-capable transmission was used, the losses are 
caused only by buffers overflows. 

video 
source 
bean 

caml 

cam2 

cam3 

dieh 

dino 

forml 

with 
multigroup 

0 
0 
0 
0 
0 

5.3 
0 

without 
multigroup 

0 
0 
0 

2.6 
3.5 
5.2 
4.4 

video 
source 
lambs 

ski 

startrek 

starwars 

troop 

vclips 

-

with 
multigroup 

38.6 
0 
0 
0 
0 
0 
-

without 
multigroup 

42.9 
1.1 

0 
0.9 
3.1 
1.6 

-

Adaptability can be measured as the function of packet loss - if the 
system is fine-tuned to the network conditions, packet loss ratio will be 
small. As shown in Table 1, packet loss ratio equals 0 (the best adaptation) 
in the case of 11 movies of 13 while the multigroup was used. Only 4 
movies of 13 have achieved the best adaptability without the multigroup. If 
the network is not well-dimensioned (losses larger than 5% - dino and lambs 
video sources), the multigroup improves adaptability {lambs), although the 
other situation, where packet loss ratio was a little larger for proposed 
scheme also was observed (dino). 
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Figure 6. Session-size scalability of a system with (x's) and without multigroup (o's): 
a) average throughput as a function of number of receivers (starwars video source), 
b) average throughput observed for population of 30 receivers. Video source codes: 1 - bean, 
2 - caml, 3 - caml, 4 - cam3, 5 - dieh, 6 - dino, 7 -forml, 8 - lambs, 9 - ski, 10 - startrek, 
11 - starwars, 12 - troop, 13 - vclips. 
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Session-size scalability was investigated using topology T2. Bandwidth B 
was large enough to assure that receivers can connect to layer 2. Results of 
experiments are depicted in Figure 6. Although both systems (with and 
without multigroup communication) achieve very good scalability (Fig. 6a), 
achievable throughput is usually larger for system with multigroup 
communication (Fig. 6b). This is caused both by faster reaction of the 
system and discarding IP datagrams belonging to unused layers. 
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Figure 7. RTP competing with TCP flow. Video source codes: as in Fig. 6. 

Other investigations were carried out using topology 73, where R1...R3 
receives VBR stream and R4 receives TCP packets. During the experiment, 
ECN-capable layered multicast share link with ECN-capable TCP flow. 
Results shows, that TCP flow always (with and without multigroup, for all 
tested video sequences) achieves throughput close to the nominal (0.2 Mb/s), 
what confirms effects described in (Chodorek, 2003). Thus multigroup 
communication doesn't influence on TCP-friendliness of layered multicast. 
However, multigroup communication increases the average throughput of 
competing video from 1% (dino) to more than 110% (bean) and in more than 
60% of movies (8 of 13) this growth was significant (Fig. 7). 

Some elements of the management scheme, essential from the 
transmission point of view, were tested in the Linux active routers. The 
remarks from field trials are as follows: 
• the multigroup communication together with IGMPv2 gives faster layer 

switching than usage of IGMP alone - receiver leaves layer about 2 
seconds faster than without multigroup management, while duration of 
layer joining remains unchanged, 

• in the case of dense mode multicast routing protocols, which doesn't 
require rebuilding of delivery tree during layer switching, multigroup 
communication doesn't give significant advantage, 
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• in the case of sparse-mode multicast routing protocols, where the layer 
switching rebuilds delivery tree, the usage of multigroup communication 
results in faster layer switching. 

Above results do not cover additional mechanisms, which accelerate 
join/leave operations, as for example f l u s h procedure. 

5. CONCLUSIONS 

Multigroup comprises of a set of multicast groups, belonging to one 
session, tied together by common delivery tree. It can be understood as a set 
of multicast addresses, which follow the same multicast tree, while multicast 
forwarding is adapted individually to particular group membership. It's 
worth remarking that the multigroup communication do not require 
continuous IP multicast address space. 

Multigroup communications simplifies the management of multiple 
groups belonging to one multicast sessions. Experimental results show, that 
this simplification improves utilization of network resources and improves 
adaptability of receiver driven layered multicast. 
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Abstract: Recently, a great consortium on Generalized Multi Protocol Label Switching 
(GMPLS) is emerging as the control plane for next generation optical 
backbone networks. This article proposes guidelines for managing optical 
networks controlled by GMPLS in a policy based fashion. A flexible 
management solution is presented especially for optical network issues, where 
the service management system efficiently impacts the control plane offering 
the possibility to dynamically change network functionality to enhance the 
controllability of optical networks. 

Key words: GMPLS, Optical Networks, Policy based Management, Service Management. 

1. INTRODUCTION 

In recent years, there has been a dramatic increase in data traffic, driven 
primarily by the explosive growth of the Internet as well as the proliferation 
of virtual private networks (VPN). On the other hand the huge amount of 
bandwidth, offered by optical links, render optical networks the ideal 
candidate for next generation backbone networks. 

The initial use for optical fiber communication and its prevalent use 
today, is to provide high-bandwidth point-to-point pipes. At the ends of these 
pipes, data is converted from the optical to the electrical domain, and all the 
switching, routing, and intelligent control functions are handled by higher-
layer equipment, such as SONET or IP boxes1. 

With IP routers emerging as among the dominant clients of the optical 
layer, there has been a great deal of interest recently in trying to obtain a 
closer interaction between the IP layer and the optical layer from a control 
and management perspective. This is done using distributed control 
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protocols, which are widely used in data communications networks such as 
IP and ATM. These protocols set up and take down connections, maintain 
topology databases, and perform route computations. In any event, there is 
emerging consensus on basing these optical layer protocols on a modified 
version of Multi-Protocol Label Switching (MPLS), now called Generalized 
MPLS2 (GMPLS). One of the key aspects of MPLS is the addition of a new 
connectivity abstraction: explicitly routed point-to-point path. This is 
accomplished by the concept of explicitly routed label switched paths (LSP). 

Nonetheless, maturing distributed optical intelligence solutions lead to a 
new control-management interaction scheme. In addition, since the control 
plane affects pivotal functions in classical network management, it is 
instrumented to fit only a question-answer relation with that centralized 
management plane3. To accomplish an efficient control-management inter-
operation, i.e. to reduce management complexity and delay and to enhance 
automation, one of the most commonly used approaches is the policy-based 
management (PBM). An effort of standardization has been made on the field 
of PBM at the IETF4,5. The PBM approach provides an overall, network-
wide regulatory infrastructure and allows network administrators and 
Service Providers to simplify end-to-end configuration and regulation of the 
network behavior with enhanced Quality of Service (QoS) and Traffic 
Engineering (TE) features rather than configure individual devices. For 
instance, network administrators may find a way to preprogram their 
networks through rules or policies that define how the network should 
automatically respond to various networking situations. 

To wrap up things, Figure 1 shows a layered architecture of optical 
networks, independently of the transmission technology. In the middle stems 
a Data Plane, which forms the data transmission mechanisms based on 
wavelength paths. This plane is over hanged by a Control Plane which in 
turn processes generic provisioning mechanisms, that are independent from 
transmission ones. On the bottom of the figure, we have a management plane 
which performs management tasks that are less real-time than the previous. 

This paper provides a brainstorming on the integration of the policy 
management approach to immerging optical networks controlled by a 
GMPLS control plane. Next section addresses the possible policy based 
interaction between the control and management plane. It is followed by a 
Section that details the different mechanisms involved in controlling such 
optical networks. While the last section details every component of the 
control plane by showing where would policies impact. 
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Figure 1. Optical network functional planes 

2. CONTROL AND MANAGEMENT PLANE 
INTERACTION 

Emerging requirements brought by the growing amount data traffic and 
need of automation lead to the introduction of GMPLS as a control plane for 
automating the provisioning process. GMPLS allows the control of optical 
Label Switched Paths (LSP) closer to the data plane than the management 
plane. Because GMPLS is an extension from MPLS to non packet switched 
networks, and further difficulties come from the optical layer. For example, 
optical network may contain entirely photonic, hybrid, and opaque network 
nodes. 

Consequently, basic control plane functionality - carrying out 
autonomous topology management, routing, signaling, and required QoS 
enforcement for traffic engineering - raises some issues of consistency when 
applied without appropriate inter-operations with the management plane, and 
constitute a challenge to efficient network management. On the other hand, 
in regard to configuration management and especially in provisioning, the 
manual establishment of explicit LSPs with associated QoS parameters is 
slow, error prone, and laborious to network administrators. 

Previous studies tend to the introduction of a policy-based management 
system on MPLS networks6'7,8'9. This proves that even though MPLS 
efficiently controls a network but higher abstraction layer mechanisms are 
needed for the controllability of LSP life cycle. Since GMPLS brings the 
opportunity to establish network wide paths within the optical network, and 
therefore implicitly offer a rationale and also a background for end to end 
service deployment, a reinforced management system including a Policy-
based Management (PBM) infrastructure is adjoined to the previous 
functional planes structuring, see Figure 1. Globally PBM is viewed as part 
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of the management plane. It deals specifically with node intelligence 
configuration, decision at network level, and with service related actions. A 
policy controlled based management system can operate at a higher, more 
service focused level where control for admission and security as well as 
QoS are orchestrated in accordance with parameters negotiated in different 
service level agreements10. 

On the other hand, even though it seems that network management forms 
a homogeneous unit, there is a clear separation between the traditional 
management functionality and dynamic management. The traditional 
management of GMPLS networks is to manage GMPLS network elements 
the TMN way, achieving the so called, Fault, Configuration, Accounting, 
Performance, and Security (FCAPS) management processes. The dynamic 
management tasks are performed essentially via the policy-based 
management system. The former can be seen as unaware to the optical 
nature while the later is devoted, amongst other, to handle different 
constraints, especially optical ones. 

3. GMPLS CONTROL PLANE 

Generalized multi-protocol label switching, also referred to as GMPLS, 
supports not only devices that perform packet switching, but also those that 
perform switching in the time, wavelength, and space domains. This part 
briefly presents the traffic engineering (TE) features introduced by GMPLS 
to extend the MPLS control plane to non packet networks. 

The GMPLS protocol suite could be devised into two blocks: a routing 
block for choosing the route that must take the traffic and a signaling one 
that allocate resources for the path chosen in the routing step, Figure 2. Since 
GMPLS has two building blocks, the TE enhancements affect both of 
them11'12. 

Some of these enhancements concern the routing block11, and are cited in 
what follows. Among the routing enhancements, the LSP hierarchy is the 
notion that LSP of different types (FSC, LSC, TDMC, PSC) can be nested 
inside others. At the top of this hierarchy are nodes that have fiber-switch-
capable (FSC) interfaces, followed by nodes that have lambda-switch-
capable (LSC) interfaces, followed by nodes that have TDM-capable 
interfaces, followed by nodes with packet-switch-capable (PSC) interfaces. 
One of the most important enhancements is Link Bundling, which means 
aggregating several links of similar characteristics, and assigning these 
aggregated attributes to a single "bundled" link. In so doing, the size of the 
link state database (maintained by the routing protocol, OSPF-TE for 
instance) is reduced by a large factor. Especially in optical networks, with a 
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large number of links and ports on each router, an Unumbered Link feature 
allows to locally number some links and ports to prevent the lake of 
addresses. 

Figure 2. GMPLS building blocks 

While in the signaling part a new feature named the Hierarchical LSP 
Setup, has been introduced. It means that an LSP could encompass several 
regions and take advantage of the link bundling respecting the LSP 
Hierarchy defined. In optical networks, the signaling protocol is responsible 
of choosing the adequate wavelength on each link maintaining as much as 
possible the wavelength continuity constraint. The set of wavelengths chosen 
define the different labels of an optical LSP. GMPLS signaling allows a 
label to be suggested by an upstream node, thanks to the Suggested Label. In 
the basic MPLS architecture, LSP are unidirectional; but Bidirectional 
optical LSP (or lightpaths) are a requirement for many optical networking 
service providers. This is possible in GMPLS thanks to the Bidirectional 
LSP setup. The last enhancement to signaling is the Notify Messages that are 
sent to notify the node(s) responsible for restoring the connections when 
failures occur. 

It is expected that in very large networks, such that controlled by a 
GMPLS control plane, a network operator could face many failures. To 
facilitate the management of the occurred failures a Link Management 
Protocol (LMP) was added to the GMPLS protocol suit. A key service 
provided by LMP is to set-up and verify associations between neighboring 
nodes. 

One of the merits of GMPLS stems from its ability to automate circuit 
provisioning in optical networks. Connection management complexity 
related to LSP setup/modification/teardown is thus reduced. This 
simplification is realized through a suite of protocol extensions currently 
under standardization in the IETF2. 
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Figure 2 presents the functional GMPLS building blocks that would be 
distributed along the different network nodes. The link state Internet 
Gateway Protocol (IGP), which can be either OSPF or Intermediate System 
to Intermediate System (IS-IS) with optical-specific extensions, is 
responsible for distributing information about optical topology, resource 
availability, and network status. This information is then stored in a traffic 
engineering (TE) database. A constraint-based routing function acting as a 
path selector is used to compute routes for the desired LSP. This route 
calculation accounts for the information collected in the TE database as well 
as the traffic requirements. Once the route has been computed, a signaling 
protocol such as Resource Reservation Protocol with TE (RSVP-TE) is used 
for path activation (i.e., instantiation of the label forwarding state along the 
computed path). 

For instance, as stated before, the GMPLS control plane is capable of 
performing fault and connection management in a fast distributed way. The 
service provider will thus be able to quickly and efficiently build high-
capacity optical infrastructures supporting fast connection provisioning. 
Hence, new types of services requiring stringent connection setup times such 
as bandwidth-on-demand services would have the desired fast deployment 
time. 

4. USING POLICIES WITH GMPLS 

The GMPLS technology enables the setup of Label Switched Paths (LSP) 
through an optical network. Initially, the idea of GMPLS was to automate 
the service provisioning and apply traffic engineering. However, in the 
meantime traffic engineering and QoS in optical networks became the 
dominant driving force behind GMPLS. But GMPLS can't deal with all 
aspects of QoS or TE expected, since it is not guided by a higher level 
abstraction system to assist it reaching the goal of gracefully managing and 
controlling a network. To apply policy-based management concepts to 
manage a GMPLS network is an appropriate way of dealing with large sets 
of managed elements instead of manually managing each network element3. 

With regard to the previous section it is clear that the GMPLS control 
plane must be guided with some directives expressed under the form of 
policy rules. But what would policies impact in the GMPLS control plane? 

To answer this question, let's go back to Figure 2 that represents the 
building blocks of an optical node controller. Policies would mainly impact 
these boxes. Requirements and conditions of policy usage are exemplified 
for each block in what follows through provisioning cases with respect to 
optical networks. 
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4.1 Routing Policies 

This set of policies translates various types of constraints provided by the 
network operator and the client expectations such as constraints related to 
performance and business model. 

The client expectations would introduce constraints on the path selection. 
A client may require a certain boundary to the time taken to establish his 
connection. He may also require a specified protection for his connection or 
even a restoration instead. Knowing that the operator applies rerouting of 
some connections from time to time, in order to enhance the performance of 
his network, a client can forbid to the operator rerouting his connection. Or 
at least he can limit the number of rerouting of his connection for a period of 
time. A client may also ask for certain confidentiality, in order to be sure that 
his traffic cannot be read by an intruder. Finally, the client can ask for a 
quality connection respecting some quality of signal features of the 
wavelength (BER for example). These constraints can be inferred through 
Service Level agreements10. 

It is clear that these user constraints participate in the choice of the path 
taken by a LSP. To handle these constraints lets go more in detail with a 
look at the GMPLS path computation process. The GMPLS path 
computation is performed by a Constraint Shortest Path First (CSPF) 
algorithm which uses the link state database maintained by the routing 
algorithm and some other constraints applied to the Shortest Path First 
algorithm. These constraints are directly derived from the user constraints 
described above and some other constraints defined by the administrator. 
The path computation is based on a Constraint Based Routing which 
computes an explicit route on the originating node and passes this 
information to the signaling protocol which is responsible of setting up the 
light-path. 

4.2 Signaling Policies 

After choosing the path for a connection, a signaling phase consists in 
choosing along the path the adequate wavelength used on each link. The 
main goal of this step is to reduce the wavelength conversion and minimize 
the set of wavelength needed in an optical network. 

There are different schemes to perform wavelength selection named 
Spectral Routing in Papadimitriou13. The spectral routing is subject to 
constraints that may be a combination of both external and internal (or 
intrinsic) constraints due to the physical transmission medium for instance. 
Notice that external spectral routing constraints are generally dictated by Bit 
Error Rate (BER) or inferred through Service Levels. As a matter of fact, 
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external constraints must be injected into the node performing the spectral 
routing; this is the role of the signaling policies. 

More over, a spectral route can be computed by the ingress node, or each 
hop of the path or even by the egress node, depending on the scheme used. 
In each scheme, a node must choose and propose a set of possible 
wavelengths to use. This set is computed based on the set of available 
wavelengths and the set of wavelengths proposed by the ingress node. 
However, the choice is not trivial and can be guided via policies. For 
instance, the network operator can forbid the use of a wavelength and 
reserve it for signaling purposes. 

4.3 Dimensioning policies 

For optimization reasons, it may be desirable for a photonic cross-
connect to optically switch multiple wavelengths as a unit. This unit is a 
waveband that represents a set of contiguous wavelengths, which can be 
switched together to a new waveband2. Hence, another stage is added in the 
LSP hierarchy, defined above. In Noirie14, it is shown that the waveband 
stage reduces the complexity and cost of the optical cross-connects. 
Waveband coverage of the network is given first before routing the 
wavelength LSP. Every waveband setup is declared as a Forwarding 
Adjacency by the routing protocol. By definition, a Forwarding Adjacency 
(FA) is a TE link between two GMPLS nodes whose path transits one or 
more other (G)MPLS nodes in the same instance of the (G)MPLS control 
plane2. In other words, the wavebands are seen as links by the nodes; hence, 
they constitute the virtual topology over which the wavelength LSP will be 
setup. 

This way of constructing the topology is static. The waveband coverage 
is based on some statistical traffic analysis but cannot predict and fit all the 
future connections demand. Therefore, a more dynamic way of constructing 
the topology is needed. For instance, it would be interesting to add some 
wavebands during the network life cycle. 

Dimensioning policies are a mean to manage the virtual topology. Their 
role is to setup, modify or even tear down some wavebands depending on the 
network state and the connections demand. For example, when the whole 
wavebands are over loaded, a policy is needed to add a new waveband in 
order to permit future wavelength LSP establishment. 

Another issue concerns the bundling of existing wavelength into 
wavebands during the waveband coverage step, which is not trivial. Two 
complementary nesting strategies have long been studied in Noirie14. The 
first grooming strategy consists in nesting lambda-LSP in a single 
waveband-LSP from end to end. The second grooming strategy consists in 
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nesting a common sub-path of wavelength LSP into a waveband. However, 
the choice of the bundling strategy is not made at the node level but at higher 
levels. The dimensioning policies can be used to guide the grooming strategy 
from a higher level. 

Finally, in order to enhance the flexibility of network configuration, the 
waveband construction must be policy-guided. 

4.4 Logical Policy Levels 

Having presented some directives that can be applicable for a policy 
management of GMPLS optical networks, here a logical view of these 
policies is inferred, Figure 3. The lowest level is concerned with the optical 
device-level configuration, the mid-level deals with the network-wide 
(GMPLS) configurations, and the upper layer handles services. 

Figure 3. Logical Policy Levels 

The device level policies deal essentially with optical network element 
configuration. It consist mainly in configuring the switching matrix of the 
optical cross-connects. The upper level policies are defined more network 
wide and include routing, signaling and dimensioning policies. These kinds 
of policies could eventually affect the GMPLS protocol stack, configuring 
both routing and signaling protocols the way described before. So, the 
control plane policies discussed above are a subset of these policies. The 
upper level defines policy rules depending on service exigencies that can 
emanate from service level agreements. 

Notre that above the service oriented policies, we could have a higher 
level comprising some policies defined by the administrator itself, named 
Business Level Policies. These policies would respond to the manner that the 
administrator want to use his network and could be totally independent from 
service or network objectives. 

5. CONCLUSION 

This article dealt with policy based management of GMPLS optical 
networks. The need for policy rules was highlighted in optical networks 
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controlled by GMPLS. The paper showed where and for what purpose do 
policies impact the GMPLS tool box. The policies discussed enhance the 
flexibility of provisioning and dimensioning of an optical network. We 
expect that this work will contribute in defining a policy based system for 
GMPLS optical networks. 
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Abstract: To configure current networks a large number of parameters have to be taken 
into account. Indeed, we can optimize a network in different ways: Optimize 
battery capacity, optimize reliability of the network, optimize QoS, optimize 
the security, optimize the mobility management, and so on. In this paper we 
begin by proving that the TCP/IP architecture is not the best protocol in a spe­
cific wireless experiment: the energy consumption on a Wi-Fi network. Then, 
we propose a new architecture, Goal-Based Networking (GBN) architecture, 
using adaptable protocols named STP/SP protocols (Smart Transport Proto­
col/Smart Protocol) able to optimize locally the communications through the 
networks. Finally we discuss the pros and cons of this new architecture. 

Key words: TCP/IP, energy consumption, wireless networks, protocol, goal-based mana­
gement. 

1. INTRODUCTION 

Wireless communications are more and more involved in different appli­
cations, and are already part of our daily lives. These new wireless technolo­
gies are growing faster than the networking technologies. In fact, the basic 
networking technology is TCP/IP communication model. This model has 
been designed in wired networks. Wireless networks requirements and ap­
plications were not considered during the design of this model. TCP/IP 
model is facing a limitation in wireless and mobile environment1"3. This limi­
tation could become important in future wireless environments4"6. In this pa­
per, we illustrate via Wi-Fi network measurements on energy consumption 
the non efficiency of TCP/IP. This proves the need for a new architecture 
that includes a smart mechanism able to decide which communication proto-
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col is suitable for a certain situation (Goal) in the network, and also adapt the 
parameters of the selected protocols to better react to the present and future 
state of the network. 

The rest of the paper is organized as follows. First we illustrate via a Wi-
Fi measurement the problems of the TCP/IP stack. Then, we introduce the 
new STP/SP model, followed by the description of the smart architecture 
(Goal Based Networking architecture) to support the deployment of the new 
STP/SP model. Finally, we present an analysis of this architecture and we 
conclude this work. 

2. TCP/IP LIMITATION IN WI-FI NETWORKS 

We are looking in this section at a Wi-Fi network and we are interested in 
measuring energy consumption in different experiences. We measured a file 
transmission on a Wi-Fi network. The transmission was at a 100 mW level 
and the receiver was at 2 meters in a direct view so that the quality of the 
signal is sufficient to avoid retransmission at the MAC layer. We transmit a 
100 Mbytes file fragmented into 100 bytes TCP/IP packets. To send one use­
ful bit of the payload on a Wi-Fi wireless network of a TCP/IP packet, we 
got the energy of approximately 700 nJ. 

As a cycle of the processor asks for approximately 0,07 nJ, the transmis­
sion for one bit of the payload is approximately equal to 10 000 cycles of the 
processor. 

When measuring the consumption of just one bit out of the 100 Mbytes, 
we obtained 70 nJ for the transmission of one bit. Therefore, we can deduce 
that the TCP/IP environment is asking on the average 10 times more energy 
to transmit one useful bit than for the transmission of one bit. It has to be 
noted that the transmission of small IP packets asks for a large number of 
small signalling packets. This explains in part the high energy consumption. 
Another part of the energy consumption comes from the number of overhead 
bits produced by the TCP/IP architecture. 

Several other experiments on sensor networks lead to the same outcomes. 
Two significant conclusions can be provided from these measurements: 

• The TCP/IP protocol over Wi-Fi and more generally over wireless sys­
tems is very energy consuming when the segmentation provides small 
packets. 

• As it is necessary to send ten bits for one efficient bit, the question is: is it 
possible to find another protocol able to improve the energy consump­
tion? 
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It turns out that TCP/IP is not an efficient protocol for wireless networks 
as soon as small packets have to be sent. This is almost expected since 
TCP/IP was designed to cope with wired networks. 

On this example, we have shown that the TCP/IP is not very efficient for 
wireless networks. We can find other examples where the TCP/IP architec­
ture is not optimal at all on QoS, reliability or security issues. The sequel of 
this paper is a proposal for a new architecture able to optimize not only the 
energy but also different performance parameters. 

3. A NEW SMART ARCHITECTURE STP/SP 

TCP/IP architecture was created for the interconnection of networks run­
ning with different architectures. Then, the TCP/IP architecture was chosen 
as the unique architecture for all communications. The advantage is clearly 
to permit a universal interconnection scheme of any kind of machines. How­
ever, TCP/IP is only a tradeoff and we wonder if specific architectures but, 
may be, IP compatible could not be a better solution to optimize the commu­
nications. The idea is to propose a Smart Protocol (SP) that can adapt to the 
environment, for optimizing battery or optimizing reliability or optimizing 
QoS or any other interesting functionality. The design of a Smart Protocol at 
the network layer that is aware of the upper and the lower layers and adapts 
their communication to a set of parameters is obviously the ultimate com­
munication architecture that can support current and emerging wireless net­
works. This new context-aware architecture that we named STP/SP Smart 
Transport Protocol/Smart Protocol could be compatible with IP. 

Indeed, the SP protocol is a set of protocols SP1, SP2, ....SPn that could 
be either derived from the IP protocol or could be adapted to specific envi­
ronments. In the same way the STP protocol is a set of protocol that could be 
derived from the TCP protocol or from independent protocols. In this paper, 
we are interested in the compatibility of STP/SP with the TCP/IP architec­
ture. Indeed, the TCP/IP functionalities are rich enough to cope with the dif­
ferent situations. 

All the different architectures are easily interconnected through a classi­
cal TCP/IP protocol. For instance, a sensor network will deploy its STP/SP 
protocol stack that support the requirements of the application set up over 
the sensor network. This sensor network will be interconnected through a 
classical TCP/IP gateway to another network that deploys another STP/SP 
protocol stack which supports the requirements of this other network. This 
might sound as going back to the period where the networks deploy their 
proprietary protocols. Then, IP was designed to interconnect these networks. 
Next IP was generalized and today reached the point where this protocol 
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cannot cope with all types of environment such as wireless environments. 
The difference between the STP/SP approach and the former proprietary so­
lutions is that STP/SP will basically use the TCP/IP concepts and functional­
ities, but in a smart way. In fact, rather than deploying TCP/IP in the same 
way in any environment without being aware of the requirements of this en­
vironment, STP/SP will offer a smart TCP/IP like environment. This will 
keep the simplicity and efficiency of TCP/IP, but will add a smart process 
that is totally absent in TCP/IP. This smart process will be deployed using a 
new architecture in the network guided by a set of objectives named Goals. 

We describe this global architecture in Figure 1. The objective of this ar­
chitecture is to implement the smart process of selecting the sub-protocol of 
the STP/SP protocol that fulfils the requirements of the concerned network. 
This is a goal-based networking architecture and the control is a goal-based 
control. 

4. A GOAL-BASED NETWORKING 
ARCHITECTURE 

The goal-based architecture is composed of mainly two mechanisms: The 
smart mechanism to select the STP/SP protocol and its parameters, and the 
enforcement mechanism to enforce the decisions of the smart mechanism. 
We propose to use agent-based mechanism to implement the smart mecha­
nism, and to use some concepts of the policy based networking7 such as the 
enforcement procedures to implement the enforcement mechanism. 

An agent-based platform permits a meta-control structure such as the 
platform described in8. Assuming that for each network node we associate 
one or several agents, the network can be seen as a multi-agent system in 
which the main goal is to decide about the control to use for optimizing a 
given functionality described in the goal distributed by the meta-agent. 

Intelligent agents are able to acquire and to process information about 
situations that are "not here and not now", i.e., spatially and temporally re­
mote. By doing so, an agent may have a chance to avoid future problems or 
at least to reduce the effects. These capabilities allow agents to adapt their 
behavior according to the traffic flows going through the node. 

Finally, interruptible agents may be used. They are able to act intelli­
gently and to respond in real time. This capability allows implementing 
complex mechanisms able to take care of real time decisions. 

It is important to note that other works has proposed a decision mecha­
nism in the network to enforce decision or policies in the network. This typi­
cal architecture named Policy-based Networking (PBN) enforces high level 
decisions without unfortunately considering the problem optimization of pa-
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rameters related to lower levels of the network. It's only a top down ap­
proach. In our proposed architecture, we intend to use the enforcement pro­
cedure of policy-based networking architecture that is an interesting concept 
for automating the enforcement of the smart mechanism decisions. The 
Goal-based architecture considers the optimizing problem related to the 
higher but also the lower layers of the network, and enforces the most suit­
able STP/SP protocols and parameters for the given network and application. 

SL SL 

Goal in 
Goal Decision Point 

Meta-agent o 

Figure I. The global architecture. 

5. THE PROPOSED GOAL-BASED 
ARCHITECTURE 

Figure 1 depicts the global Goal-based architecture (GBN) and Figure 2 
depicts the GBN and STP/SP reference model. 

First, users can enter their SLA through a Web service scheme for exam­
ple. The manager of the network can also enter the network configurations 
corresponding to the goals of the network. A meta-agent in the smart Layer 
is able to decide about the global goal of the network. This meta-agent is 
supported by any kind of centralized servers if any. As soon as defined, the 
goal is distributed to the different network nodes or Goal Enforcement Point 
(GEP). Knowing the goal, the different nodes have to apply policies and then 
configuration to reach the goal. 
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The agents in the GEP are forming a multi-agent system. The problem is 
to group these agents for providing a global task. The Distributed Artificial 
Intelligence (DAI) systems may be seen as such a grouping. 
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Figure 2. GBN and STP/SP reference Model 

The Smart Layer is in charge of collecting the different constraints from 
the lower layers but also from the higher layer (business level policies), then 
specify and update the goal of the network which is about what to optimise 
in the network and what to be offered by the network. Note that the classical 
approaches consider only, what to be offered by the network. After specify­
ing the network goal, the smart layer selects the STP/SP protocols and pa­
rameters that will optimize the specified goal. The smart layer will keep up­
dating the goal of the network based on the current state of the network or on 
a new policies introduced by the Goal Decision Point. 

The smart Layer can be implemented by an agent-based architecture. It is 
very suitable to provide the specification of the network goal and also the 
selection of the suitable STP/SP protocols. 

The choice of the protocol can be seen at two levels: the local and the 
global level. One agent in each node (Smart Layer) may be defined for de­
ciding the local protocol in cooperation with the other agent of the multi-
agent system. Each agent has to perform a specific procedure, which is trig­
gered according to the state of the node, to the QoS required, and to any 
other reason. This constitutes a local level for the decision. Moreover, agents 
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can periodically interact to exchange their knowledge and ask to other agents 
if they need information they do not have. This constitutes the global level. 

The smart layer interacts with the Goal Enforcement point (GEP) in order 
to enforce the STP/SP selected protocol that realizes the global goal. This 
implies also the definition of the algorithms to manage the CPU, the sensor, 
the radio or any parameter of the traffic conditioner. 

Indeed, the traffic conditioner is replaced by an extended traffic condi­
tioner (XTC) where different algorithms can be supported. The GEP is in 
charge to decide the value of the parameters and to decide about the protocol 
to be used. Within the entities that can be configured, classical droppers, me­
ters, schedulers, markers, etc. may be found but also resource of the battery, 
availability, security parameters, radio parameters, etc. This XTC is shown 
in Figure 3. 

Figure 3. The Extended Traffic Conditioner XTC 

6. GENERALISED GOAL-BASED ARCHITECTURE 

We described in section 3, the global architecture. The agents managing 
the Goal Enforcement Point have to be installed in the nodes of the net­
works. However, an important part of the equipment is the end terminal. 
This terminal could be either powered or not. So, the routers cannot decide 
about the best protocol to use without knowing some characteristics of the 
terminal. If, for example, the terminal is a wireless terminal with low-level 
batteries, the goal of the network could be to take care of the consumption of 
the batteries and to decide to optimize the lifetime of the system. So it is 
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necessary to implement a Goal Enforcement Point (GEP) in the terminal 
equipment. This architecture is presented in Figure 4. 
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Figure 4. The Goal Based Networking Architecture 

The GEP supports an agent that is part of the global multi-agent system. 
The agent receives from the Goal Decision Point the goal to apply. The goal 
received by the GEP has to be implemented through the agent. So, the agent 
using the relationship with the other agents of the multi-agent system has to 
choose the algorithms to use and particularly what STP/IP protocol is appro­
priate to optimize the goal. For example, if the terminal is a small portable or 
a sensor, the optimization can concern the energy. The agents of the multi-
agent system are communicating through small messages to be coordinated. 
The agent is also deciding about the values of the different parameters of the 
protocol. For security reasons the agent is stocked in a smartcard connected 
to the terminal as an USB key for example. The user cannot modify the 
agent and the goal due to the restricted access to the card. The smartcard is 
also a way to authenticate the user and to apply a goal that could be depend­
ent of the profile of the user memorized in the smartcard. The architecture 
with the smartcard is shown in Figure 5. 

Two kinds of agents are defined in our architecture: 
• The meta-agent which monitors the other agents that sends goal and re­

ceives alarms; 
• Intelligent cooperative agents deciding about protocols to be used and 

monitoring local parameters of the extended traffic controller. 
We can distinguish two levels of decision within a network node. These 

two levels are the following: 
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• A control mechanism at the lower level. This level is composed of the 
different node control mechanisms currently activated. Each control 
mechanism has its own parameters, conditions and actions, which can be 
monitored and manipulated by the entity lying at the higher level, the 
meta-agent. The functioning of a control mechanism is limited to the 
execution of the loop (goal and condition -> actions). This is realized by 
a reactive agent. There is a causal link between the different stimuli 
(events) that a control mechanism recognizes and the actions it executes. 

• The meta-agent chooses the goals to undertake by consulting the current 
system state (nodes state, requested SLA, goal of the company) and goals 
memorized in a goal repository. The meta-agent activates goals. 
The nodes, thanks to the two control levels, respond to internal events 

(loss percentage for a class of traffic, load percentage of a queue, etc.) and 
external ones (a message sent by a neighbor node, reception of a new goal, 
etc.). 

Figure 5. The architecture with the smartcard 

7. CONCLUSIONS 

This paper introduced a new communication architecture to better sup­
port wireless networks and new applications. STP/SP (Smart Transport Pro­
tocol/Smart Protocol) is a smart communication model that will use different 
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transport and network protocols for each wireless environment. These proto­
cols consider not only the policies provided by the business plan but also the 
constraints of the lower layers of the network. A smart architecture is pro­
posed to provide the selection mechanism of the corresponding protocols 
and parameters. This smart architecture interacts with and enforcement ar­
chitecture in order to configure the network with the selected protocols and 
parameters. A first analysis of our architecture, shows that smart selection of 
the communication protocols to use for a certain network environment and 
application bring better results than the classical TCP/IP architecture. Fur­
ther research intend to focus on different wireless networks environments 
and design the STP/SP corresponding architecture that optimizes all the 
lower and higher layers parameters. The first considered environment is sen­
sor networks. 
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